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In an echelle spectrometer equipped with a prism cross-dispersion element, wavelength calibration is very difficult
because of the complex, nonlinear interaction between the prism and the echelle grating. From the spectrometer
geometry and the dispersion equations for the prism and the grating, a detailed mathematical model for wavelength
calibration is derived that fits the refractive index of the prism in real time. An expression relating the refractive
index, wavelength, and image coordinates is constructed, and standard wavelength sources and image positions are
adopted to timely calculate the refractive index, which is affected by ambient factors such as temperature and air
pressure. Experimental results indicate that the fitting accuracy of the refractive index in real time approaches 10−4,
while the wavelength accuracy approaches 10−3 nm for the entire spectral range. © 2016 Optical Society of America
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1. INTRODUCTION

Echelle grating spectrometers can analyze an entire spectrum at
once and thus have many applications. The echelle grating
enables high resolution, high diffraction efficiency and a broad
spectral range [1–5]. However, overlapping diffraction orders
appear in the dispersion, hindering the analysis of the spectrum.
To eliminate order overlapping, a cross-dispersion element
(prism or grating) is used to produce a two-dimensional spec-
trum on the detector. Due to the characteristic blazing of
gratings, an echelle spectrometer with a cross-dispersion gra-
ting exhibits low optical efficiency and substantially uneven
dispersion at different wavelengths. Thus, spectral overlap
cannot be eliminated. A prism can avoid these problems
entirely [6], and thus prisms are generally preferred as
cross-dispersion components [7–10].

Algorithms for echelle spectrometer wavelength calibration
are very active research areas. The procedure for wavelength cal-
ibration is very straightforward for spectrometers equipped with
grating cross-dispersion elements and can be refined with math-
ematical models [11]. However, when a prism is used, its inter-
action with the echelle grating is very complex and nonlinear.
Calibration is made even more difficult by the wavelength
dependence of the prism’s refractive index. Moore and Furst [12]
used a prism cross-dispersion element as a separate spectrometer

behind an echelle spectrometer and then used a low-order poly-
nomial to calibrate the wavelength according to the optical
geometry of the two spectrometers. Unfortunately, when the
prism spectrometer was set inside the echelle spectrometer,
the method failed. Sadler and Littlejohn [13] formulated a poly-
nomial for the temperature dependence of the refractive index,
but ignored the effects of humidity and pressure, which will
change the refractive index [14,15].

Here, a new model is presented for wavelength calibration of
prism-type echelle spectrometers that is based on real-time fitting
of the prism’s refractive index. The mathematical model reduces
cross-dispersed echelle spectra according to the geometry of the
spectrometer. Next, the relationship between the refractive index
and the geometrical parameters is confirmed according to the
model, completing an inverse solution of the refractive index.
Finally, the refractive index fits are substituted into the math-
ematical model for the wavelength calibration. The refractive in-
dex of the prism can be fitted accurately in real time, insuring
accurate wavelength calibration of the spectrometer.

2. MATHEMATICAL MODEL

The optical geometry of a prism-type echelle spectrometer in
this paper is shown in Fig. 1 (in our case, the focal length
is 321 mm).
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The image position of the blaze wavelength in the center of
the image plane; the diffraction angle of the grating is deter-
mined by

θi � θ0 �
yi

f cos ω
; i � 1;…; p; (1)

where θ0 is the blaze angle, θi is the diffraction angle in the
primary dispersion direction, yi is the distance between an
arbitrary image point and a point in the image center of the
dispersion direction, f is the focal length of the spectrometer,
and ω is the grating offset angle. p is the pixel number of the
CCD-array detector in the y direction.

The conical diffraction equation of the echelle grating can be
simplified to

d �sin i � sin θi� cos ω � mjλ; j � 1;…; q; (2)

where d is the groove spacing, i is the incidence angle, mj is the
diffraction order, ω is the grating offset angle, and λ is the
incident wavelength. q is the number of diffraction orders.

By substituting Eq. (1) into Eq. (2), we obtain

λ � d
mj

�
sin i � sin

�
θ0 �

yi
f cos ω

��
cos ω: (3)

Assuming a CCD-array detector has an array of N ×
N pixels with size α, the he Y positions of any incident wave-
length focused onto the array are given by

Y i �
yi
a
� N

2
; (4)

where Y i are the image coordinates on the CCD array.
From Eqs. (3) and (4), we know that λ is a function of Y i

and mj. The matrix can be built according to the relationship
among λ, Y i, and mj. Y i is the line number, and mj is the row
number. The elements of the matrix are the wavelength calcu-
lated by Eqs. (3) and (4)

λY ;m �

2
66664

λY 1m1
λY 1m2

… λY 1mq

λY 2m1
λY 2m2

… λY 2mq

: : : :
: : : :

λY pm1
λY pm1

… λY pmq

3
77775: (5)

If we place the Y coordinate into the corresponding wave-
length position, the matrix of the Y i coordinates is

Y Y ;m �

2
66664

Y Y 1m1
Y Y 1m2

… Y Y 1mq

Y Y 2m1
Y Y 2m2

… Y Y 2mq

: : : :
: : : :

Y Y pm1
Y Y pm1

… Y Y pmq

3
77775: (6)

The relationships among the y-axis coordinates, the wave-
lengths, and the diffraction order can be established by
Eqs. (1)–(5), and the matrix can be built as Eq. (6). Next,
we deduce the expressions relating to the x-axis coordinates,
the y-axis coordinates, and the diffraction order.

Figure 2 depicts light propagation from the prism to the para-
bolic mirror and onto the image plane in the echelle spectrom-
eter. L0 is the light line that reaches the parabolic mirror (point A
is the intersection) and the center of the image plane (point B is
the intersection). If the center coordinate of the image plane is set
to zero, then an arbitrary light line L performs parallel motion
from point A 0 to the point A, and the image coordinate is X . If
the angle between L and L0 is δ and the focal length of the para-
bolic mirror is f , then the image coordinate X is given by

X � f � tan δ: (7)

The angle between L and L0 can be acquired from

δ � β1 − β0; (8)

where β1 and β0 are the output angles of the light lines L and L0
at the prism, respectively. L0 is the light line that reaches the
image center of the CCD. β0 can be deduced through geomet-
rical optics and is constant so λ0 is constant as well.

The output angle from the prism of arbitrary light can be
expressed as

sin β � n�λ� sin�2dm − sin−1 α∕n�λ��: (9)

From Eqs. (7)–(9), we obtain

X � f � tanfarcsinfn�λ1� sin�2dm − sin−1 α∕n�λ1��g
− arcsinfn�λ0� sin�2dm − sin−1α∕n�λ0��gg; (10)

Fig. 1. Optical geometry of a prism-type echelle spectrometer.

Fig. 2. Schematic of light propagation from the prism and the para-
bolic mirror to the image plane.
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where λ1 and λ0 are the wavelengths with output angles β1 and
β0, respectively; α is the incidence angle of the prism; dm is the
apex angle of the prism; and n�λ� is the wavelength-dependent
refractive index.

Generally, there are three expressions for the relationship be-
tween refractive index and wavelength, separately named as the
exponential decay, the Cauchy distribution, and the Sellmeier
method [16,17] shown, respectively, in Eqs. (11)–(13):

n � A� B� exp
�
−λ

C

�
; (11)

n � A� B
λ2

� C
λ4

; (12)

n2 � A� B
λ2 − C

− Dλ2; (13)

where n is the refractive index for wavelength λ, andA,B,C , and
D are coefficients. According to experimental analysis, Eq. (13)
has the most accurate fit for the refractive index. Thus, it will be
used the following.

From Eqs. (3)–(13), we can formulate the coordinates X i
and Y j and the diffraction order m as follows:

X Y ;m �

2
66664

X Y 1m1
X Y 1m2

… X Y 1mq

X Y 2m1
X Y 2m2

… X Y 2mq

: : : :
: : : :

X Y pm1
X Y pm1

… X Y pmq

3
77775: (14)

According to Eqs. (5), (6), and (14), the matrix about λ, X i ,
and Y j can be expressed as Eq. (15)

λX ;Y �

2
66664

λX 1Y 1
λX 1Y 2

… λX 1Y q

λX 2Y 1
λX 2Y 2

… λX 2Y q

: : : :
: : : :

λX pY 1
λX pY 1

… λX pY q

3
77775: (15)

Assuming a constant refractive index, we call this method
the initial refractive index method. In short, the steps for wave-
length calibration are as follows: (1) We calculate the corre-
sponding Y position for arbitrary wavelength with Eqs. (3)
and (4). (2) We choose even wavelengths from glass catalogs,
then use seven sets of wavelength data and the relational expres-
sion between refractive index and wavelength [e.g., Eq. (13)] to
fit coefficients such as A, B, C , and D in Eq. (13). Finally, we
can confirm the initial expression of the refractive index and
wavelength. (3) By substituting the initial expression of the re-
fractive index and wavelength into Eq. (10), we can calculate
the corresponding X position for the arbitrary wavelength.

Because the prism’s refractive index is the most important
factor that determines the accuracy of the wavelength calibra-
tion, the above “initial refractive index method” is not recom-
mended; instead, the true refractive index should be acquired
for each wavelength calibration in time. Standard refractive in-
dex measurements require an extra optical path [18] and cannot
be performed in real time. Ambient changes in temperature,
humidity, and pressure will decrease the accuracy of the calcu-
lated image-plane coordinates and wavelengths.

Therefore, we calculate the refractive index in real time with
our model and then use it to fit the detailed relational expres-
sion between wavelength and refractive index. The accuracy of
the wavelength calibration is improved by substituting the fit-
ted refractive index expression into the model.

The steps of our method thus are as follows: (1) The corre-
sponding Y position of an arbitrary wavelength is exactly calcu-
lated, and the corresponding X position is roughly approximated
by the initial refractive index method. (2) Since the wavelength
values of the standard light source are known, the corresponding
Y and X values are calculated by the initial refractive index
method. Next, we can find the corresponding light spot from
spectrogram according to the Y and X values calculated by
the initial refractive index method. Finally, the accurate X posi-
tion can be read out by the software of the CCD detector.
(3) The accurate refractive index at X is calculated with
Eq. (10). We now know the characteristic wavelength and
the corresponding accurate refractive index. (4) We then obtain
the accurate relationship between refractive index and wave-
length [such as in Eqs. (11)–(13)] by fitting. Thus, we can
acquire the refractive index for arbitrary wavelength λ by the ac-
curate expression n�λ�. (5) We substitute that exact expression
into Eq. (10) and confirm the X position in the image plane for
arbitrary wavelength λ. By doing all the above steps, we can ac-
quire the X i and Y j coordinates in the image plane for arbitrary
wavelength λ and complete the calibration process. If we know
the image coordinates from the spectrogram, the corresponding
wavelengths at those coordinates can be calculated.

3. EXPERIMENTAL ANALYSIS

A. Inverse Solution of Refractive Index
In a prism-type echelle spectrometer, the prism is used to
coarsely resolve the light along the x axis, while the echelle pro-
vides high spectral resolution along the y axis. Figure 3 shows
the calculated results of the wavelength calibration. The high-
lighted lines represent incident rays at specific positions with
values corresponding to wavelength. The wavelength increases
from left to right; thus, the wavelengths are continuous along
the y axis, and discontinuous along the x axis. The Y positions
are accurately calculated with Eqs. (3) and (4). Therefore, when
the error of the X position is less than half the distance of a pixel
between two adjacent wavelengths along the x axis, the wave-
length can be accurately calculated.

According to the model, the wavelength becomes shorter
when the distance in pixels between two adjacent wavelengths
along the x axis becomes longer (see Fig. 3). The longest dis-
tance is 10 pixels, and the shortest is 2 pixels (see Fig. 4). Thus,
as stated above, when the error in the X position is less than one
pixel, the wavelength calibration model is accurate. Thus, the
precision requirement of wavelength calibration can be met
when the error in the refractive index is ≤0.0004.

To verify the fitting precision of the refractive index, we ac-
quired spectra for Hg (see Fig. 5), Zn, Fe, Bi, and Se lamps with
the echelle spectrometer. Figure 5 is the two-dimensional spec-
trum of an Hg lamp acquired by the CCD-array detector,
which has an array of 1204 × 1024 pixels with a size of 13 μm.

Thirty-two sets of corresponding X and Y positions for dif-
ferent lamp wavelengths were extracted. Sixteen of those sets
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were selected to be fitting data; from these, k�3 ≤ k ≤ 16� sets
of data were selected. Following the steps of our method (1)–
(5), evaluations of Eqs. (11)–(13) were calculated. At the same
time, characteristic wavelengths from these k sets of data were
substituted into Eqs. (11)–(13) to compute the refractive indi-
ces. Standard refractive indices are also calculated using X
positions from the k sets and Eq. (10). Then, the results of
the fitted refractive indices are compared with the ideal values

calculated by Eqs. (11)–(13). Figure 6 shows the comparison of
calculations for the characteristic wavelengths of 223.061 and
404.656 nm. From Fig. 6, the errors between the fitted refrac-
tive indices and the ideal values decrease with increasing k.
When the number of data sets exceeds five, the fitted refractive
index converges. In addition, the maximum deviation between
the fitted and ideal refractive indices calculated by Eqs. (11)–
(13) are 0.001, 0.0004, and 0.0003, respectively. After com-
parison, Eq. (13) has the best fitting accuracy for the refractive
index and meets the precision requirement of wavelength
calibration.

B. Accuracy Validation of the Wavelength Calibration
Model
Accurate image coordinates are prerequisite and foundational
the wavelength calibration. The pixel deviation expresses the
accuracy of the wavelength calibration model. Only if the pixel
deviation is small enough will the wavelength calculation be
accurately finished. The other 16 sets of data from the above
32 sets are used as test data to verify the X -position computa-
tion accuracy. By substituting the initial and fitted refractive
indices into Eq. (10), the X positions are calculated.
Figure 7 shows the errors between the ideal and calculated
X positions. The maximum deviations for X positions
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Fig. 3. Result of wavelength calibration model.

Fig. 5. Two-dimensional spectrum of a Hg lamp.
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computed with the initial refractive index and with Eq. (13) are
13 and 1 pixels, respectively. Figures 6 and 7, respectively, show
that the refractive indices and the X positions fitted by Eq. (13)
are the most accurate. The maximum pixel deviation error
calculated by Eq. (13) is less than the pixel distance between
two adjacent wavelengths along the x axis. Therefore, the wave-
length along the x axis can be extracted without error. When
Eq. (13) is used to fit the refractive index, the effect of
X -coordinate error is negligible.

To verify the accuracy of this method, we also measured the
continuous spectrum of a deuterium lamp. Figure 8 compares
the ideal X positions from the lamp spectrum with those cal-
culated with Eq. (13). Note that the deviation stays within
one pixel.

After the X and Y positions are calculated, the wavelength
calibration model is complete, and the incident wavelengths
can be determined from the image coordinates. This can be
used to analyze the accuracy of the wavelength calibration
model. Figure 9 shows the deviation between the ideal wave-
length and that calculated by the initial refractive index
method. It also shows the deviation between ideal wavelength
and that calculated by the proposed method. The extracted ac-
curacies for the initial refractive index method and the proposed
method are 10 nm and 5.2 × 10−3 nm, respectively. The accu-
racy of the wavelength calibration by the proposed method is
thus 1900 times better than initial refractive index method.

4. CONCLUSION

A new method of wavelength calibration for prism-type echelle
spectrometers is based on real-time fitting of the prism’s refrac-
tive index. The wavelength calibration model is formulated by
using the optical geometry of the spectrometer and the
dispersion equations for the echelle and prism. The inverse sol-
ution of the refractive index is found by deriving the relation-
ship between the refractive index and the X position in the
CCD-array detector. In this way, the relationship between re-
fractive index and wavelength is confirmed and utilized to im-
prove the accuracy of wavelength calibration. The advantage of
this method is that the refractive index can be fully determined
in real time in the spectrometer, without other auxiliary equip-
ment. The accuracy of the wavelength calibration by the pro-
posed method is 1900 times better than that performed by the
initial refractive index method, which assumes a constant re-
fractive index. The proposed method has an accuracy approach-
ing 10−3 nm for the entire spectral range of the spectrometer.
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