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Power Allocation for Distributed Antenna Systems
in Frequency-Selective Fading Channels
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Abstract—A distributed antenna system (DAS) is very
attractive, since it can reduce transmit power by shortening the
distance between antenna elements (AEs) and the mobile station.
This paper investigates the channel capacity of the DAS over a
multi-path frequency-selective fading channel. We first show that
the optimal power allocation solution to approaching the channel
capacity is unrealistic for the practical DAS. Then, a near-optimal
scheme is given through maximally tightening the upper bound of
the channel capacity. Approximate analytical results are obtained
through the use of the central-limit theorem. Both simulation and
theoretical results are presented to show that the channel capacity
can be greatly enhanced by the proposed power allocation
schemes. Moreover, the bit error rate performance is analyzed for
the proposed scheme.

Index Terms—Distributed antenna system (DAS), channel
capacity, power allocation, frequency-selective fading channel,
central-limit theorem.

I. INTRODUCTION

R ECENTLY, energy-efficient wireless networks becomes
very popular for the fifth generation (5G) cellular sys-

tems, which aims to significantly increase data rates with com-
paratively low transmit power [1]–[3]. How to improve energy
efficiency (EE) while simultaneously achieving good spectrum
efficiency (SE) performance is one of the most popular research
topics for 5G [1].

In the past decades, the distributed antenna system (DAS)
has attracted considerable attention. The essence behind the
DAS is that several antenna elements (AEs) are geographically
distributed in a service cell, and connected to a signal process-
ing center through dedicated links such as optic fibres. A DAS
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can be thought of as a distributed multiple antennas system. A
mobile station (MS) in the service area can communicate with
one or more AEs, which helps reduce the transmit power greatly
due to the shortened transmission distance [4]–[6]. Moreover,
spectral efficiency can be improved thanks to multi-antenna
transmission.

One of popular research topics on DAS is to investigate
its channel capacity–[21]. Some papers in the literature focus
on the capacity of different DAS structures. For example, the
authors in [8] discuss the capacity of the DAS with linear block
precoding, while the authors in [10] focuse on the DAS channel
capacity through space-time block coded diversity.

On the other hand, some researchers investigate the channel
capacity of the DAS under different channel environments. For
instance, the DAS capacity in a slow fading channel is investi-
gated in [13], while the authors in [11] discuss the capacity of
the downlink DAS with sectionized antennas under the time-
varying frequency-selective fading channel. The capacity of the
DAS in generalized-K fading channels is investigated in [15].
Moreover, the authors in [9] investigate the cell average ergodic
capacity of the DAS using a composite fading channel model at
high signal-to-noise ratios (SNRs). A closed-form expression
of the channel capacity for the downlink DAS with a known
MS distribution is derived in [12]. The authors in [16] investi-
gate the multiple-access channel problem, while the authors in
[17] discuss cooperative transmission.

Power allocation plays an important role in improving the
channel capacity of the DAS. A large number of studies in the
literature have been dedicated to this issue [22]–[27]. For exam-
ple, some power allocation schemes for the multi-cell case are
proposed in [22], [23]. The authors in [25] and [26] investi-
gate power allocation for both the DAS with a random antenna
layout and the generalized DAS. A power allocation scheme
with a minimum bit error rate (BER) constraint in a slow-vary
fading channel is investigated in [24]. In [27], power alloca-
tion for the DAS considers multicast Quality of Service (QoS)
guarantees. In [28], optimal precoding and power/bit allocation
for the multiple-input-single-output (MISO) channel is studied.
However, no power allocation can be optimal if the phase of the
channel condition is unknown at the transmitter. The authors of
[29] present an optimal power allocation scheme for EE max-
imization in DAS, and derive a closed-form optimal solution.
The work in [30] focuses on the problem of optimal antenna
selection and power allocation for downlink DAS to maximize
EE. A low-complexity power allocation algorithm aiming at
maximizing EE is proposed in [31]. In [35], the authors inves-
tigate the problem of power allocation for downlink joint user

0090-6778 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



YU et al.: POWER ALLOCATION FOR DISTRIBUTED ANTENNA SYSTEMS 213

scheduling, under the assumption that the power of each AE
is uniformly allocated to all the users with the same power
restriction. The QoS is guaranteed through iteratively removing
the user with the worst quality. The author in [36] propose an
optimal power allocation scheme for the DAS in the slow fading
channel using the proximal point method. The Karush-Kuhn-
Tucker conditions and iterations are also used to maximize the
channel capacity. It is noted that the maximal transmitted power
of each AE is limited.

Resource allocation is also a topic of particular interest
for the DAS. Some previous studies have proposed various
resource allocation algorithms for the orthogonal frequency
division multiple access (OFDMA) multiuser DAS [32], [33],
and usually the multi-user scenarios increase the complexity of
the allocation algorithms. The authors in [32] propose a a chunk
allocation technique, which aggregates a set of contiguous sub-
carriers into one chunk and then allocates resources chunk
by chunk. Resource allocation for the popular ultra-dense
networks based on the DAS is also a hot topic [34].

In comparison to the work in [35], [36], this paper focuses
on the channel capacity of the DAS in the multi-path Rayleigh
fading channel, and attempts to maximize the channel capac-
ity under the condition that the total power of the DAS is
constrained. This condition is more flexible than the one that
assumes each antenna has the same power. Thus, the work can
be extended to many other interesting scenarios, particularly in
terms of EE discussion. Moreover, the BER performance of the
OFDM-based DAS is also presented in this paper. The main
contributions of this paper are three-fold: (1) a near-optimum
allocation scheme for the DAS is proposed through maximizing
the upper bound of the channel capacity; (2) a theoretical anal-
ysis of the near-optimal power allocation scheme is presented;
and (3) bounds of the channel capacity and the corresponding
BER analysis are derived.

The reminder of this paper is organized as follows. In
Section II, the DAS model and its channel capacity are dis-
cussed. Section III presents our proposed power allocation
schemes. A theoretical analysis of the proposed power allo-
cation schemes is given in Section IV. In Section V, both
analytical and simulated capacities, and the BERs for the
proposed power allocation schemes are presented. Some con-
cluding remarks are given in Section VI.

II. SYSTEM MODEL

The system model adopted in this paper is illustrated in
Fig. 1, where NAE AEs are uniformly distributed in the area,
and connected with the base station (BS) through optical fibres.
The downlink DAS with a single-antenna user randomly dis-
tributed in the given area is considered. In this paper, the
following notation is used: * denotes the convolution of two
functions, E[·] represents mathematical expectation, and x+ is
defined as x+ = max{0, x}.

Fig. 2 depicts a block diagram to illustrate the signal flow
of the transceiver. For the downlink DAS, each distributed
antenna can be viewed as a transmitter. The OFDM technique
is employed for the proposed scheme. It is noted that the same
data are transmitted on the same sub-carriers from all NAE AEs,
and different data sequences are sent on different subcarriers.

Fig. 1. DAS topology model, where the AEs are connected with the BS through
optical fibres.

Fig. 2. Transceiver block diagram of the DAS, where “Mod” indicates modula-
tion, “S/P” and “”P/S” stand for serial-to-parallel and parallel-to-serial, “+GI”
and “-GI” represent the addition and removal of the guard interval, respectively.

Hence, diversity (for the same sub-carrier) is achieved by using
all the AEs, while multiplexing is obtained via differing sub-
carriers. It should be noted that, since the AEs are located
in different places, the signals from the AEs cannot arrive at
the mobile station simultaneously, resulting in multiple-access
interference (MAI). A great deal of research has been under-
taken on the MAI problem, e.g., multi-user detection (MUD),
block spread CDMA [37] etc. Therefore, this paper assumes
that MAI can be completely eliminated by some popular MUD
(or block spread CDMA) techniques.

The transmit signal from the i-th AE is defined as si (t)(i =
1, 2, . . . , NAE ), and the corresponding transmit power is
denoted by Pi . The total transmit power satisfies P =∑NAE

i=1 Pi , where P is the total transmit power.
The received signal r(t) at the receiver is given by

r(t) =
NAE∑
i=1

[(√
�i hi (t)

)
∗
(√

Pi si (t)
)]

+ n(t), (1)

where n(t) is the additive white Gaussian noise (AWGN) with
variance σ 2

n , and �i is related to the path loss and shadowing of
the i-th AEs, given by

�i = d−α
i 10

ηi
10 , (2)
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where di is the normalized distance between the i-th AE and the
mobile user, α is the pass loss exponent, and ηi is a zero-mean
Gaussian random variable with standard deviation σi in dB.

In (1), hi (t) is the channel impulse response between the i-th
AE and the MS, which is composed of maximum L chip-spaced
independent paths expressed as

hi (t) =
L−1∑
l=0

hi,lδ(t − τi,l), (3)

where hi,l and τi,l are the complex-valued path gain and the
time delay of the l-th path from the i-th AE to the user, respec-
tively. Let Hi (k)(k = 0, . . . , Nc − 1) be the channel frequency
response of the k-th sub-carrier of the i-th AE, given as

Hi (k) = 1√
Nc

L−1∑
l=0

hi,l exp

(
− j2πk

l

Nc

)
, (4)

where Nc is the size of the discrete Fourier transform (DFT).
Denote by 	(k) the Gaussian noise n(t) in frequency-domain
form, and it is easy to infer that the variance of 	(k) equates
to σ 2

n .
Suppose that Pi (k) is the amount of power allocated to the

k-th subcarrier of the i-th AE, which satisfies

P =
NAE∑
i=1

Nc−1∑
k=0

Pi (k). (5)

At the MS, γi (k) is denoted as the received signal-to-noise
ratio (SNR) at the i-th AE of the k-th subcarrier, which can
be expressed as

γi (k) = 1

σ 2
n

(
Pi (k)�i |Hi (k)|2

)
. (6)

Thereby, the channel capacity can be derived as

C =
Nc−1∑
k=0

log2

(
1 +

NAE∑
i=1

γi (k)

)

=
Nc−1∑
k=0

log2

(
1 +

NAE∑
i=1

Pi (k)yi (k)

)
, (7)

where yi (k) is equal to
(
�i |Hi (k)|2) /σ 2

n , which measures the
channel condition and the noise between the i-th AE and the
k-th subcarrier at the receiver.

According to (7), to maximize the channel capacity C , the
key is to find the optimum power allocation scheme for Pi (k).
Towards this end, we utilize the standard Lagrange multipli-
ers’ method. Given the objective function in (7) and constraint

function P =
NAE∑
i=1

Pi , the Lagrange function F1 can be written

as

F1 =
Nc−1∑
k=0

log2

(
1 +

NAE∑
i=1

yi (k)Pi (k)

)

− v

⎛
⎝NAE∑

i=1

Nc−1∑
k=0

Pi (k) − P

⎞
⎠ , (8)

where v is the Lagrange multiplier, yi (k) is positive for
i = 1, . . . , NAE , and Pi (k)(1 ≤ i ≤ NAE , 1 ≤ k ≤ Nc) are the
roots.

To maximize (7), the partial derivative of the left hand side
of (8) should be set to zero. It follows that

∂ F1

∂ Pm(k0)
= 1

ln 2

ym(k0)

1 +
NAE∑
i=1

yi (k0) · Pi (k0)

− v = 0 (9)

where m(1 ≤ m ≤ NAE ) is an integer, and an arbitrary k0
satisfies 0 ≤ k0 ≤ Nc − 1.

It is easy to learn that (9) has the same roots, indepen-
dent of the value of m. This means that for any arbitrary m
(1 ≤ m ≤ NAE ), ym(k) is deterministic given k. However, this
is impossible for the practical DAS, since the spatial distances
between each AE and the user cannot be identical. Thus, one
cannot find the optimal power solutions by using the Lagrange
multipliers’ method.

III. POWER ALLOCATION SCHEMES

Since the optimal numerical solution is not attainable, near-
optimal solutions are proposed in this section. We first derive
a upper bound expression for the channel capacity, and then
present a power allocation scheme to approach the derived
upper bound.

A. Preliminaries

Before proposing our power allocation schemes, we first give
two lemmas, the proofs of which are detailed in Appendix.

Lemma 1: Suppose ai > 0 for any positive integer i . It can
be shown that

n∏
i=1

(1 + ai ) =(1 +
n∑

i1=1

ai +
n∑

i1 �=i2

ai1ai2 + · · ·

+
n∑

i1 �=i2 �=···in

ai1ai2 · · · ain ), (10)

where ik is a positive integer satisfying 1 ≤ ik ≤ n for any
integer k.

Lemma 2: Suppose ai > 0 for any positive integer i . It can
be shown that

log2(1 +
n∑

i=1

ai ) <

n∑
i=1

log2(1 + ai ). (11)

From Lemma 2, a upper bound Cup and a lower bound Clow

of the channel capacity in (7) can be derived as⎧⎪⎪⎪⎨
⎪⎪⎪⎩

C � Cup =
Nc−1∑
k=0

NAE∑
i=1

log2 (1 + γi (k))

C � Clow = log2

(
1 +

Nc−1∑
k=0

NAE∑
i=1

γi (k)

)
.

(12)

It is easy to show that Cup and Clow are the channel capaci-
ties of the full-multiplexing scheme and full-diversity scheme,
respectively.
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B. Capacity Bounds

Denote by δup and δlow the difference between Cup and C ,
and the difference between Clow and C , respectively.

Apparently, δup can be written as

δup = Cup − C

=
Nc−1∑
k=0

{
log2

[NAE∏
i=1

(1 + γi (k))

]
− log2

(
1 +

NAE∑
i=1

γi (k)

)}
.

(13)

Due to Lemma 1, δup can be further simplified as follows

δup =
Nc−1∑
k=0

log2

{
1 +

[
NAE∑
i1 �=i2

γi1 (k) γi2 (k) + · · ·+
NAE∑

i1 �=i2 �=···iNAE

γi1 (k) · · · γiNAE
(k)

]
/

[
1 +

NAE∑
i=1

γi (k)

]}
,

(14)
where il is a positive integer satisfying 1 ≤ il ≤ NAE for any
integer l. Let ρup be

ρup =
{

NAE∑
i1 �=i2

γi1 (k) γi2 (k) + · · · +
NAE∑

i1 �=i2 �=···iNAE

γi1 (k) γi2 (k) · · · γiNAE
(k)

}
· 1

1+
NAE∑
i=1

γi (k)

.

(15)
Thus, the channel capacity C approaches its upper bound Cup

when ρup can be approximated to zero. If γi (k) meets the con-
dition that γi (k) < 1 for every 0 ≤ i ≤ NAE , the higher order
product terms in the numerator of (15) are negligible. As a
result, ρup approximately equates to zero.

In a similar way, it follows that

δlow = C − Clow

= log2

⎡
⎣Nc−1∏

k=0

(
1 +

NAE∑
i=1

γi (k)

)⎤⎦

− log2

⎛
⎝1 +

NAE∑
i=1

Nc−1∑
k=0

γi (k)

⎞
⎠ . (16)

Letting α (k) = ∑NAE
i=1 γi (k) and using Lemma 1, δlow can be

simplified to

δlow = log2

{
1 +

[
Nc∑

k1 �=k2

α (k1) α (k2) + · · · +
Nc∑

k1 �=k2 �=···kNc

α (k1) · · · αkc

(
kNc

)]
/

[
1 +

Nc∑
i=1

α (k)

]}
.

(17)

Due to the same reason as in the case of the upper bound,
the channel capacity approaches its lower bound when the ratio
term in (17) is close to zero, implying α (k) = ∑NAE

i=1 γi (k) < 1.
It will be proved in Section IV that this lower bound is very
loose.

Fig. 3. System block diagram when C = Cup .

Actually, both the upper and lower bounds represent two spe-
cial cases of the DAS. For the upper bound Cup, the system can
be viewed as a parallel transmission system shown in Fig. 3
with Nc NAE parallel carriers, where y′

i are all the elements in
(24) for any integer i (1 ≤ i ≤ NAE Nc), indicating the channel
conditions of the parallel transmission system. p′

i is the power
allocated to the i-th subcarrier corresponding to y′

i . This system
is a full-multiplexing one.

Summarily, when C = Clow, it implies that the DAS has
only one carrier, and the order of diversity is Nc NAE . The sys-
tem model is similar to Fig. 1, but the spatial diversity gain is
Nc NAE . This system becomes a full diversity one.

C. Power Allocation Scheme

As discussed above, the channel capacity approaches its
upper bound Cup when γi (k) < 1. However, this condition may
not be met when the total power P is large enough. In the fol-
lowing section, we will prove that, in general cases, yi (k) is
usually small enough to satisfy the constraint of γi (k) < 1.

Since there exist no optimal solutions to (7) for practical
DAS systems, our strategy is to maximize the channel capacity
by maximizing its upper bound. We still utilize the Lagrange
multipliers method to derive a near-optimal power allocation
scheme. The following Lagrange function F2 is given as

F2 =
NAE∑
i=1

Nc−1∑
k=0

log (1 + yi (k)Pi (k))

− v

⎛
⎝NAE∑

i=1

Nc−1∑
k=0

Pi (k) − P

⎞
⎠ . (18)

Compared with F1 in (8), the object function is modi-
fied according to the upper bound. For an arbitrary i0-th AE
(1 ≤ i0 ≤ NAE ) and k0-th subcarrier (1 ≤ k0 ≤ Nc), the partial
derivatives of (18) ought to be zeros

∂ F2

∂ Pi0(k0)
= 1

ln 2
· yi0(k0)

1 + Pi (k0)
− v = 0. (19)

It is easy to show that the solution to (19) is

Pi0(k0) =
(

λ − 1

yi0(k0)

)+
, (20)

where λ is equal to 1/v.
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For mathematical convenience, we denote by � the set of all
the subcarriers of the DAS as follows

� := {(i, k) |i = 1, 2 · · · , NAE ; k = 0, 1, 2, · · · , Nc − 1} .

(21)
Let �u be the set of the subcarriers used in the allocation

scheme, which is defined as

�u := {(i, k) |Pi (k) > 0, (i, k) ∈ �} . (22)

It is easy to see that �u ⊆ �.
Denote by �u the complement of �u , and let N� and N�u

be the cardinals of � and �u , respectively.
According to (6) and (20), λ can be derived as

λ = P

N�u

+
∑

(i,k)∈�u

1

yi (k)
. (23)

Combining (20) and (23) gives rise to a near-optimal scheme.
This method views the channel state information (CSI) of all the
antennas as a matrix given below

Y =
⎡
⎢⎣

�1 H1(0)2 · · · �NAE HNAE (0)2

...
. . .

...

�1 H1(Nc − 1)2 · · · �NAE HNAE (Nc − 1)2

⎤
⎥⎦

T

. (24)

where Y indicates the channel conditions of all the subcarriers
from each AE to the MS.

Hence, there are NAE Nc instead of NAE L channel impulses.
The proposed power allocation scheme is derived as follows.
If all the NAE Nc elements in Y are ordered in descending
order, the first N�u subcarriers will be allocated power, whereas
the remaining subcarriers receive zero power. To summarize,
the proposed power allocation scheme can be mathematically
expressed as

Pi0 (k0) =

⎧⎪⎨
⎪⎩

P
N�u

+ ∑
(i, j)∈�u

(i, j) �=(i0, j0)

σ 2
n

�i |Hi (k)|2 , (i0, j0) ∈ �u

0 , (i0, j0) ∈ �/�u

,

(25)
where �/�u represents the difference set between � and �u .
The intuition of this power allocation scheme is to allocate more
power to the better channels.

IV. THEORETICAL ANALYSIS

This section presents a theoretical analysis of the above
power allocation methods. A key step is to derive the expecta-
tion of the channel capacity. After revealing that it is impractical
to achieve an exact solution, the Central-Limit Theorem is
resorted to obtain an approximate solution. Towards the end of
this section, some further discussions are provided.

A. Accurate Theoretical Analysis

This part aims to derive an accurate value for the expected
channel capacity by integrals. Considering |Hi (k)|2 and �i are

independent, the average channel capacity in (7) can be shown
as

E (C) =
+∞∫
0

+∞∫
0

C
NAE∏
i=1

f|Hi (k)|2
(
|Hi (k)|2

)
f� (�i )

·
NAE∏
i=1

d�i

Nc−1∏
k=0

d
(
|Hi (k)|2

)
, (26)

where C is equal to
Nc−1∑
k=0

log2

(
1 +

NAE∑
i=1

Pi (k)|Hi (k)|2�i

)
.

And f|Hi (k)|2
(|Hi (k)|2) and f� (�i ) are the PDFs of |Hi (k)|2

and �i respectively, which are discussed below.
As it is well known, the real and imaginary components of

hi,l are independent identical distribution (i.i.d) Gaussian dis-
tributed, so that, |hi,l | follows a Rayleigh distribution. On the
ground that the DFT coefficients of complex Gaussian variables
are still Gaussian distributed, it is easy to see that Hi (k) follows
a complex Gaussian distribution. Thus the PDF of |Hi (k)|2 fol-
lows a chi-square distribution with two degrees of freedom,
with its PDF given by

f|Hi (k)|2
(
|Hi (k)|2

)
=
{

Nc exp(−Nc|Hi (k)|2) , |Hi (k)|2 ≥ 0
0 , |Hi (k)|2 < 0

.

(27)
Since ηi is a zero-mean Gaussian random variable with

standard deviation σ , the PDF f� (�) is given as

f� (�i ) = 1√
2πσ

exp

(
−100lg2(�i )

2σ 2

)
, (28)

where �i is set to d−α
i 100.1×ηi , and the d−α

i is considered as a
constant.

As can be inferred from (26) there are NAE nested inte-
grals for �i (i = 1, . . . , NAE ), and NAE Nc nested integrals
for |Hi (k)|2 (k = 1, . . . , NC ). Thus, a total of (Nc + 1)NAE

nested integrals are required. This resulting complexity is
intractable for deriving analytical solutions. Moreover, even the
Monte Carlo method is difficult to obtain numerical solutions.
Thus, how to analytically obtain approximate solutions is a
challenging problem.

It is noted that the channel capacity can be approximated by
its upper bound in (12), which indicates the approximated chan-
nel capacity C is determined by γi (k). Considering γi (k) =
1
σ 2

n

(
Pi (k)�i |Hi (k)|2), it is able to show that γi (k) is deter-

mined when Pi (k) and yi (k) are both constants. Since yi (k)

equals
(
�i |Hi (k)|2) /σ 2

n , the expectation E (yi (k)) can be
derived from the joint distribution of �i and |Hi (k)|2. That is,
E (yi (k)) is obtained by a double integral of �i , |Hi (k)|2 and
their PDFs. Due to the inter-dependence of �i and |Hi (k)|2,
E (yi (k)) can be simplified as

E (yi (k)) = 1

σ 2
n

+∞∫
0

+∞∫
0

|Hi (k)|2�i f|Hi (k)|2
(
|Hi (k)|2

)

· f� (�i ) d�i d|Hi (k)|2. (29)
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It is noted that the expectation of σ 2
n is a constant. Through

computer simulations, it is shown that E (yi (k)) equals 0.0426
under the simulation conditions given in Table I, which ensures
that γi (k) is almost always smaller than 1, and can be verified by
the results in Table II. It should be noted that the received SNR
is influenced by the path loss, shadowing, the channel condition
and the noise power between the i-th AE and the user terminal.

Letting
L−1∑
l=0

|hi,l |2 = 1 makes the average channel gain to be 1.

Moreover, it is known that E(|Hi (k)|2) = 1
Nc

, when Nc >> 1,

so that E(|Hi (k)|2) << 1. Considering the distance di between
the user and i-th AE is normalized to be 1 in the simulation, it
can be derived that γi (k) < 1, so that this important assumption
holds γi (k) is not greater than 1. After proving γi (k) < 1, the
expectation E(C) of the channel capacity can be simplified by
its upper bound, i.e.,

E (C) ≈ E

⎛
⎝NAE∑

i=1

Nc−1∑
k=0

log2 (1 + γi (k))

⎞
⎠ . (30)

Note that log (1 + γi (k)) is equal to zero, when (i, k) belongs
to �u . Then (30) can be further simplified into

E (C) ≈ E

⎛
⎝ ∑

(i,k)∈�u

log2 (1 + γi (k))

⎞
⎠

≈ N�u E
(
log2 (1 + γi (k))

)
, (31)

where (i, k) ∈ �u .
Combining (6), (7), (23), (25) and (31), E(C) can be further

reduced to

E (C) ≈ N�u E

(
log2(1 +

(
λ − 1

yi (k)

)
yi (k))

)
≈ N�u E

(
log2(λyi (k))

)
. (32)

Note that (i, k) in (32) belongs to �u .However, for (i, k) ∈
�u , the joint PDF of |Hi (k)|2 and �i is not simply determined
by the product of (27) and (28). For the convenience of dis-
cussion, we define a threshold yth for yi (k). For any arbitrary
(i0, k0) ∈ �, if yi (k) is greater than yth , (i0, k0) belongs to �u .
Otherwise, (i0, k0) ∈ �u . Thereby, the expected capacity can
be computed as

E (C) ≈ N�u

+∞∫
0

+∞∫
0

f|Hi (k)|2
(
|Hi (k)|2

)
f� (�i )

·d|Hi (k)|2d�i . (33)

However, the above result is still overly complicated. It is
rather challenging to derive the varying threshold due to the
randomness of yth . As a result, it is necessary to find a different
way to obtain the channel capacity.

B. Approximate Results Using the Central-Limit Theorem

To achieve an approximate solution, the Central-Limit
Theorem is resorted to [38]. For mathematical convenience,

let xk = ∑NAE
i=1 ri (k) = ∑NAE

i=1
1
σ 2

n

(
Pi (k)�i |Hi (k)|2), repre-

senting the combined SNR of the k-th subcarriers of all the
AEs. Since the diversity gain is achieved by using different AEs
and multiplexing is realized by different sub-carriers, xk can
be regarded as the combined SNR to achieve the spatial diver-
sity for a given subcarrier k. According to the Central-Limit
Theorem, xk ought to be a Gaussian variable when NAE is large
enough. However, the PDF of xk should be normalized by the
probability p(xk > 0), Thus, the PDF fx (xk) is obtained as

fx (xk) =
⎧⎨
⎩

1√
2πςk

exp

(
− (xk−ϕk )

2

2ς2
k

)
/Q (−ϕk/ςk) , xk ≥ 0

0 , xk < 0
,

(34)
where ϕk and ς2

k are the mean and variance of xk prior to
normalization, respectively.

Then the expected channel capacity becomes

E(C) = E

⎛
⎝Nc−1∑

k=0

log2(1 + xk)

⎞
⎠ . (35)

There are still Nc integrals to solve before obtaining E(C) in
(35), which is still overly complicated

Thanks to the independence of the subcarriers, it is easy to
see that, for any two distinct integers k1 and k2 (0 ≤ k1, k2 ≤
Nc), xk1 is independent of xk2 . Thus E(C) can be reduced to

E(C) = E

⎛
⎝Nc−1∑

k=0

log2(1 + x )
k

⎞
⎠ ≈ N�u

NAE
E
(

log2(1 + x )
k

)

= N�u

NAE

∫ +∞

−∞
log2(1 + x )

k fx (xk) dxk .

(36)

Equation (36) suggests a theoretical method to calculate
E(C). And ϕk and ς2

k are to be obtained via unbiased estimation
from statistics.

To obtain an approximate closed-form expression of (36), the
Jensen Inequality is utilized. Due to the convexity of log(1 +
x), (36) can be roughly approximated to

E(C) ≈ N�u

NAE
E
(

log2(1 + x )
k

)
≤ N�u

NAE
log2 (1 + E (xk))

= N�u

NAE
log2

⎛
⎝1 + m +

ζk · exp
(
−ϕ2

k /2ζ 2
k

)
√

2π · Q (−ϕk/ζk)

⎞
⎠ .

(37)

C. Error Probability for the Proposed Scheme

This paper assumes that the same data sequences are trans-
mitted on the same sub-carriers of all the antennas, while
different sub-carriers transmit different data sequences. Thus,
diversity gains via the antennas are achievable. To overcome
the interferences caused by the frequency-selective fading chan-
nel, a great deal of work has been done, i.e., rake receiver,
frequency-domain equalization (FDE), pre-coding, etc.. This
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paper explores pre-coding methods. Assume that the frequency-
domain form of the transmitted signal si (t) is given by

Si (k) = d(k)Wi (k), (38)

where d(k) is the information sequence with E[d2(k)] = 1,
and Wi (k) is the pre-coding weight that is determined by the
channel state information as follows

W (k) = H∗
i (k)

|Hi (k)| (39)

As can be seen from Fig. 2, the received signal r(t) is firstly
transformed into the frequency-domain signal R(k) using the
FFT, i.e.,

R(k) = 1√
Nc

Nc−1∑
t=0

r(t) exp

(
− j2πk

t

Nc

)
(40)

It follows from (1) that

R(k) =
NAE∑
i=1

[√
�i Hi (k)

√
Pi (k)Si (k)

]
+ 	(k), (41)

where Hi (k) is given by (4). Substituting (38), (39) into (41)
gives rise to

R(k) =
NAE∑
i=1

[√
�i |Hi (k)|√Pi di (k)

]
+ 	(k). (42)

Considering that xk is defined as∑NAE
i=1

1
σ 2

n

(
Pi (k)�i |Hi (k)|2), it is the received SNR of

(42). Supposing BPSK is adopted for all the �u sub-carriers,
the BER Pe,k of the k-th subcarrier is expressed as

Pek = E
[
Q
(√

xk
)] =

∫ +∞

0
Q
(√

xk
)

fx (xk) dxk . (43)

Owing to the arbitrariness of k, it is considered that the aver-
age BER Pe can be approximated as Pek . Thus, the total average
BER Pe can be calculated as

Pe = E
[
Pek

] = 1

Nc

Nc−1∑
k=0

∫ +∞

0
Q (xk) fx (xk) dxk . (44)

As can be inferred from (44), the BER performance improves
with the increase of the received SNR.

D. Further Discussions

The probability distribution of C can also be obtained
approximately using the above method. Since xk represents the
combined SNR of the k-th subcarriers of the AEs, its value is
small, when the total power P is not great. Then (7) becomes

C ≈
Nc−1∑
k=0

log2(1 + xk) ≈
Nc−1∑
k=0

xk . (45)

TABLE I
SIMULATION PARAMETERS FOR THE DAS

Fig. 4. Upper and lower bounds of the channel capacity.

It is easy to show that the channel capacity C follows a
Gaussian distribution, when x0, x1, · · · , xNc are independent
Gaussian variables with a common variance ς2

k .
Similarly, xk will be very large when the total power P is

extremely large. As a result, (7) becomes

C ≈
Nc−1∑
k=0

log2(1 + xk) ≈
Nc−1∑
k=0

log2(xk). (46)

Thus, C is lognormally distributed, when P is extremely
large. In summary, after finding it is intractable to obtain the
exact solution to (7), we resorted to the Central-Limit Theorem
to derive an approximate solution to the power allocation
problem in (25).

V. SIMULATION RESULTS

In this section, both theoretical and simulated results are
presented to validate the proposed methods. The simulation
parameters are shown in Table I. The distance between the MS

and AE is normalized, and
L−1∑
l=0

|hi,l |2 = 1. Since it is assumed

in this paper that the total transmit power P is a constant, in the
simulation figures, the SNR reflects the total transmit power to
noise power ratio P

σ 2
n

, ranging from 0 dB to 20 dB. In our sim-

ulations, the classical Jakes fading model is used to model the
fading channel for mathematical analysis.

Fig. 4 plots the simulated channel capacity, and the simulated
upper and lower bounds of the channel capacity as given in (12).

As shown in Fig. 4, the channel capacity is extremely close to
its upper bound. This is because yi (k) is always small enough
such that γi (k) is always smaller than one. Therefore, δup
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TABLE II
PROPORTION OF ri (k) > 1

Fig. 5. Performance of the near-optimal scheme.

in (14) is close to zero. The results can be found in Table II,
which lists the simulated proportion of ri (k) > 1 on all the
available subcarriers.

As can be seen from Table II, the proportion of ri (k) > 1 is
small enough to be negligible, so that δup approaches zero. It is
easy to see from the table that this proportion increases with the
SNR, because Pi (k) grows with the SNR for any (i, k) ∈ �u .

As discussed in Section III, it can be found that the
lower bound is very loose, since δlow in (17) is approx-
imately zero, if and only if

∑NAE
i=1 γi (k) < 1. The order

of magnitude of
∑NAE

i=1 γi (k) can be roughly estimated as
NAE E (yi (k)) E (γi (k)). It is easy to see that when the SNR
is small, the lower bound is acceptable. However, with the
increase of the SNR, the lower bound becomes increasingly
inaccurate.

Fig. 5 shows the theoretical and simulated results of the chan-
nel capacity. As can be observed from this figure, both the
theoretical and simulated results of the near-optimal scheme
are approximately identical. The theoretical result is computed
by (37), with ϕk and ς2

k obtained via unbiased estimation
through computing statistics. The unbiased estimates are given
in Table III.

One can also infer from Fig. 4 that the difference between the
theoretical and simulated results becomes slightly larger when
the SNR is greater than 10 dB, since more γi (k) satisfy the
condition of γi (k) > 1 (as shown in Table II). Actually, the
proportion is still small enough to be acceptable.

TABLE III
UNBIASED ESTIMATES OF ϕk AND ς2

k

Fig. 6. BER performance in water-filling scheme and uniform allocation
scheme.

It can be seen from Fig. 4 and 5 that the near-optimal scheme
approaches the upper bound of the capacity closely. Moreover,
the channel capacity of our proposed scheme is better than that
of the generalized-water filling scheme in [28].

The BER performance of the proposed scheme is plotted in
Fig. 6, which is compared with the uniform scheme and the
generalized water-filling scheme in [28]. Generally speaking,
the BER of the proposed scheme is better than those of the
water-filling and uniform allocation schemes, since the received
SNR γi (k) of the k-th subcarrier is larger than in the other two
schemes. For the uniform allocation case, deep fading leads to
more errors. The sub-carriers with poor CSI may be abandoned
in the proposed scheme. For the purpose of fairness, suppose
each symbol has the same transmit power, which satisfies (i, j)
∈ �u . It is found that the average number of sub-carriers used
approaches Nc, when Eb/N0 is greater than 10 dB. In Fig. 6,
it is shown that the BER slopes approximately equates to the
number of AEs, since the diversity orders of the three schemes
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are all NAE . It is also found that the the slopes of the BER
curves with the same color are almost identical, indicating that
the diversity gains of the three schemes are nearly identical
when NAE is a constant number. Furthermore, the BER per-
formances of all theses schemes improve with the increase
of NAE . In summary, the water-filling method is able to reap
power gains at the MS, and thus leads to an improved BER
performance.

VI. CONCLUSION

This paper investigated the channel capacity of the DAS over
a multi-path frequency-selective fading channel, under the con-
dition that the phase of the channel is unknown to the AEs.
After revealing that it is unrealistic to achieve optimal power
allocation, the upper and lower bounds of the channel capac-
ity were derived. A near-optimal solution was then proposed
through maximizing the upper bound. It was shown that the
channel capacity is extremely close to its upper bound through
presenting both theoretical and simulated results. The Central-
Limit Theorem was utilized to derive the theoretical results and
the BER performance was presented for the proposed scheme.

APPENDIX A

Lemma 1: Providing ai > 0 for any positive integer i , the
following holds

n∏
i=1

(1 + ai ) = (1 +
n∑

i1=1

ai +
n∑

i1 �=i2

ai1ai2 + · · ·

+
n∑

i1 �=i2 �=···in

ai1ai2 · · · ain ), (1)

where ik is a positive integer satisfying 1 ≤ ik ≤ n for any
integer k.

Proof: We resort to mathematical induction to prove
Lemma 1, which consists of two steps. Step one is to prove
that the case of n = 2 is correct, while step two is to prove that
the case of n = t (t is an integer larger than 2) is correct.

Step one: when n = 2, it is easy to show that

2∏
i=1

(1 + ai ) = (1 +
2∑

i=1

ai + a1a2). (2)

Step two: supposing that (1) is true, when n = t and t is an
integer larger than 2, we arrive at

t∏
i=1

(1 + ai ) = 1 +
t∑

i1=1

ai +
t∑

i1 �=i2

ai1ai2 + · · ·

+
t∑

i1 �=i2 �=···it

ai1ai2 · · · ait . (3)

Then if n = t + 1 and due to (3), it follows

t+1∏
i=1

(1 + ai ) =

(1 +
t∑

i1=1

ai + · · · +
t∑

i1 �=i2 �=···it

ai1ai2 · · · ait ) (1 + at+1)

= 1 +
t∑

i1=1

ai + · · · + at+1

t−1∑
i1 �=i2 �=···it−1

ai1ai2 · · · ait−1

+
t∑

i1 �=i2 �=···it

ai1ai2 · · · ait +
t+1∑

i1 �=i2 �=···it+1

ai1ai2 · · · ait+1

= 1 +
t+1∑
i1=1

ai + · · · +
t+1∑

i1 �=i2 �=···it+1

ai1ai2 · · · ait+1 . (4)

Thereby, eqn. (1) is correct when n = t + 1. According to
mathematical induction, Lemma 1: is thus proved. �

APPENDIX B

Lemma 2: Providing ai > 0 for any positive integer i , the
following holds

log2(1 +
n∑

i=1

ai ) <

n∑
i=1

log2(1 + ai ). (1)

Proof: We resort to mathematical induction to prove
Lemma 2, which consists of two steps. Step one is to prove
that the case of n = 2 is correct, while step two is to prove that
the case of n = t (t is an integer larger than 2) is correct.

Step one: when n = 2, it is easy to show that

log2(1 +
2∑

i=1

ai ) < log2 (1 + a1 + a2 + a1a2)

= log2 [(1 + a1) (1 + a2)]

= log2 (1 + a1) + log2 (1 + a2)

=
2∑

i=1

log2 (1 + ai ). (2)

Step two: supposing that inequality (1) is true, when n = t
and t is an integer greater than 2, we arrive at

log2(1 +
t∑

i=1

ai ) <

t∑
i=1

log2(1 + ai ). (3)
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Then, when n = t + 1 and due to (3), it can be shown that

log2

(
1 +

t+1∑
i=1

ai

)
= log2

(
1 +

t∑
i=1

ai + at+1

)

< log2

(
1 +

t∑
i=1

ai + at+1 + at+1 ·
t∑

i=1

ai

)

< log2

[(
1 +

t∑
i=1

ai

)
(1 + at+1)

]

<

t∑
i=1

log2(1 + ai ) + log2(1 + at+1)

=
t+1∑
i=1

log2(1 + ai ). (4)

Therefore, inequality (1) is true when n = t + 1. According
to mathematical induction, Lemma 2 is thus proved. �
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