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In order to realize the autofocusing in aerial camera, an autofocusing system is established and its characteristics such as working
principle and optical-mechanical structure and focus evaluation function are investigated. The reason for defocusing in aviation
camera is analyzed and several autofocusing methods along with appropriate focus evaluation functions are introduced based on
the image processing techniques.The proposed autofocusing system is designed and implemented using two CMOS detectors.The
experiment results showed that the proposed method met the aviation camera focusing accuracy requirement, and a maximum
focusing error of less than half of the focus depth is achieved. The system designed in this paper can find the optical imaging focal
plane in real-time; as such, this novel design has great potential in practical engineering, especially aerospace applications.

1. Introduction

The image quality is directly related to the optical measure-
ment and reconnaissance equipment measurement result.
However, the performance of this equipment can be largely
impacted by surrounding environment [1]. For example,
because of the change of local temperature, atmospheric
pressure, and focal distance from the target, the aerial camera
would easily become out of focus [1]; therefore, a robust
system which can address this issue is crucial in aerial
camera applications. Autofocusing is a key for eliminating
the defocusing effect of an aerial camera to ensure high
quality of the image. The precision of autofocusing has a
direct effect on the imaging quality of the aerial camera.With
the improvement of aerial camera’s resolution, autofocusing
technique has been greatly desired to improve the overall
image quality of aerial imaging [2].

Autofocusing of aerial camera is realized by the following
three methods [3–6]. (1) Ground calibration method [7],
which is also called program control method: according
to the actual measured disturbances, such as temperature,

atmosphere pressure, and distance to the ground, which
would change the location of the focal plane, this method
uses a preinstalled program which is calibrated in advance to
adjust the actual position of the focal plane. The advantage
of the ground calibration method is that it is simple and is
ready to be implemented. However, the practical situation
has a certain deviation from the ideal situation, and the
ground calibration method only takes into account a limited
number of possible disturbances, which could bring in a large
error. (2) Optoelectronic autocollimation method [7]: for
long focal length aviation cameraswith photographic film as a
recordingmedium, optoelectronic autocollimationmethod is
preferred.Optoelectronic autocollimationmethod can satisfy
the requirement of high-precision focusing of aerial imaging.
This method can accurately reflect the actual optical system
imaging position of infinity target. But the method requires
the use of a large, high-quality plane reflector, whose diameter
is usually larger than the clear aperture of the camera.
Even though optoelectronic autocollimation method is an
established technology, this application is too complex to
be realized. Furthermore, it can only calibrate the position
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of infinity target, and it cannot calibrate the position of
actual target, which further limits the application of such
technique [8–10]. (3) Image processingmethods [6], in which
the position of the focal plane will be estimated from the
actual images: the focusing is an “intelligent” method, which
is to say the focusing criterion is flexible, and different focus
evaluation function can be automatically chosen according to
the requirement. Furthermore, it employs the actual images
as the evaluation subjects, so the image processing method is
more practical and reliable. In this paper, autofocusing using
image processing method is investigated further.

When the aerial camera focuses accurately, the edges and
details of the aerial image should be well defined in the
spatial domain, and the high-frequency component of the
aerial image should be adequate in the frequency domain
[11]. To achieve this goal, the differential of image is needed
to obtain image edges and detailed information, while for
the latter image spectrum information can be obtained by
the Fast Fourier Transform (FFT) to convert the image into
frequency domain signals. Image differential algorithm can
accurately obtain image edges and necessary information,
but it cannot filter out the noise of the image. Through
image FFT, high-frequency information of the image can
be preserved while simultaneously high-frequency noise is
cancelled out. However, the FFT algorithm is complicated
and time consuming. Aerial systems have to make real-time
observations of the targets and, as such, this computationally
expensivemethod is not desirable.The fundamental principle
of the automatic focusing system based on image processing
method is to count corresponding image focus evaluation
function (FEF) value to each focal plane position, and the
corresponding position of themaximumFEF value is the best
imaging focal plane position [4].

An autofocusing method based on image processing is
applicable for processing an image sequence, such as taking
images of the target with multiple focal plane positions.
According to the focus evaluation function value of image
sequence data, the optimal cost function value is found, and
the corresponding focal plane position is the best imaging
focal plane position. However, due to rapid and continuous
movement of aircraft, it is difficult for an aerial camera to
take multiple images of the same target. So it is necessary to
design an autofocusing method which can obtain the image
sequence data to the same ground target with a different focal
plane position in real-time. In this paper, an autofocusing
method with two CMOS detectors that are located on both
sides of the symmetry plane of the imaging CCD detector
on the optical path is proposed. The method is applicable to
aerial camera with a line scan CCD detector or an area scan
CCD detector.

The rest of the paper is organized as follows. The reason
of aviation camera defocusing and the theory of autofocusing
are analyzed in Section 2. Sections 3–7 introduce the method
of autofocusing, including working principle of autofocusing
system, soft flow diagram, optical-mechanical structure, the
choice of focus evaluation function, and image preprocess.
Section 9 gives the experiment result and analysis. Conclu-
sions are given in Section 10.
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Figure 1: Defocus of focal length caused by photographic distance.

2. Analysis of Aviation Camera Defocusing

The disturbances that affect the focus of aerial camera such
as temperature, atmosphere pressure, and distance to the
ground are studied in this section [12].

(a) Defocus Caused by Temperature Change. For single lens,
for example, defocus caused by temperature change can be
approximately calculated as follows:

Δ𝑓𝑡 ≈ 𝑓 ⋅ Δ𝑇(𝜂𝑎𝑛𝑔 − 𝜂𝑔
𝑛𝑔 − 1 ) , (1)

whereΔ𝑓𝑡 is defocus of the focal length caused by temperature
change; 𝑓 is focal length of the lens; Δ𝑇 is temperature
variation; 𝑛𝑔 is refractive index of glass; 𝜂𝑔 is 𝑛𝑔 variation
under each Celsius; 𝜂𝑎 is refractive index of air variation
under each Celsius.

(b) Defocus Caused byAtmosphere Pressure Change. For single
lens, if the temperature change with height at the same time is
ignored, the defocus caused by atmospheric pressure change
is given by the following equation:

Δ𝑓𝑝 = 𝑛𝑔𝑓(𝑛𝑎 − 1
𝑛𝑔 − 1) ⋅ 𝑝 − 𝑝0𝑝0 , (2)

where Δ𝑓𝑝 is defocus of focal length caused by atmospheric
pressure change; 𝑝 is atmospheric pressure at certain altitude;𝑝0 is atmospheric pressure when camera is assembled on the
ground; 𝑛𝑎 is refractive index of air; 𝑛𝑔 is refractive index of
glass.

(c) Defocus Caused by the Change in Photographic Distance.
Defocus caused by the photographic distance is given by the
following equation, as shown in Figure 1:

Δ𝑓ℎ = 𝑓2
𝐻 sin 𝜃, (3)

where Δ𝑓ℎ is defocus of focal length caused by photographic
distance change; 𝑓 is focal length of lens;𝐻 is relative height
between aerial camera and ground scene; 𝜃 is the angle
between camera optical axis and horizontal plane:

Δ𝑓 = Δ𝑓𝑡 + Δ𝑓𝑝 + Δ𝑓ℎ. (4)
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As shown in (4), total defocus is the sum of the defocus
caused due to individual component. The defocus due to
three components can be obtained according to the camera’s
optical analysis and simulation results, but the aerial camera
in actual use is quite complex. For example, the actual optical
system of aerial camera is not a single lens but multiple lens
or mirrors, and the lens’ refractive index, curvature radius,
thickness, and the gap between the lenses, stress in lens
material, and the expansion of metal frame will change due
to the change of environment. So it is difficult to understand
the focus of aerial camera based on the result from the optical
analysis.

The results from the optical analysis are applied to find
the focus of lens approximately, which can help in narrowing
the scope of focusing and save expired time.

3. Analysis of Aviation Camera Autofocusing

According to optical principle [13], to see a clear image of any
object through a thin lens, the Gaussian optics formula must
be satisfied:

1
𝑓 = 1

𝑢 + 1
V
, (5)

where 𝑢 is the object distance from the lens, V is image
distance from the lens, and 𝑓 is the focal length of the lens.

The focus adjustment mechanism is to adjust the object
distance and focal length such that the Gaussian optics
formula is satisfied.

The thin lensmodel of optical imaging system is shown in
Figure 2, where𝑃 is a dot on the subject and𝑃 is the image of𝑃. When focusing is accurate, 𝑃 and 𝑃 will satisfy (5). When𝑃 content focuses accurately, the image of light spot size is
minimal.

If the camera is not focused accurately, in other words,
if the reaction surface of the detector is not at 𝑃, the image
of 𝑃 is a light spot at 𝑃, it is a blurred image, and its shape
is similar to the camera lens aperture. Since the aperture of
the camera (especially aviation camera) is circular, the object
cannot be focused accurately and the image will form as a
fuzzy circle with a radius of 𝑅𝑃 on the sensor.

According to the property of similar triangles, the scaling
relation between the fuzzy image point 𝑃 and the subject 𝑃
is as follows:

𝑞 = 2𝑅
𝐷 = 𝑑

V
. (6)

So the radius of fuzzy circle 𝑅 is given by the following
expression:

𝑅 = 𝑞 ⋅ 𝐷2 = 𝐷
2 ⋅ 𝑑

V
. (7)

The sensor is located in the clear image plane “𝑃,” that is,
distance “𝑑” from the former position, as shown in Figure 3.
According to the properties of similar triangle, the relation
between the fuzzy image point 𝑃 and the image point 𝑃 is as
follows:

𝑞 = 2𝑅
𝐷 = 𝑑

V
. (8)

Hence, the fuzzy circle radius 𝑅 is given as follows:

𝑅 = 𝑞 ⋅ 𝐷2 = 𝐷
2 ⋅ 𝑑

V
. (9)

According to the above analysis, when the image detector
in the clear image is at the same distance “𝑑” before and
after 𝑃, the corresponding blur circle radius will be the same.
This shows that the fuzzy degree of two images is the same,
and hence, the corresponding focus evaluation function value
remains unchanged.

From the result, if one can find two images of different
locations and their focus evaluation function value is the
same, then the position of the clear image will be in between
two positions.

Therefore, this paper puts forward a method of autofo-
cusing with two detectors. Two identical CMOS detectors
are used to detect the image on the ground scene for
autofocusing, and an imaging detector is located in the
middle of the two CMOS detectors.

When the focus evaluation function values of two CMOS
detectors on the same ground scenery are the same, that is,
the difference between the two values is less than a certain
threshold, the imaging detector will capture a clear image as
it is located in the clear image position.Thus, the autofocusing
will be achieved.

4. Working Principle

Autofocusing system consists of atmosphere pressure sen-
sors, temperature sensors, power amplifier, stepper motor,
position encoder, focusing mirror, prefocal CMOS detector,
postfocal CMOS detector, and so forth, as shown in Figure 4.
Atmosphere pressure sensors and temperature sensors are
located on the optical lens of aerial camera and these sensors
return the atmosphere pressure and temperature of the aerial
camera. According to the relationship between temperature
data and focal plane position provided by optical analysis (1),
an estimated position of the focal plane is obtained. Atmo-
sphere pressure has a similar impact on the lens and can be
analyzed in the same approach. Therefore, the autofocusing
controller provides a comprehensive estimated position of the
focal planewith atmosphere pressure and temperature inputs.
The autofocus controller drives a stepper motor by the power
amplifier to move the focusing mirror to an appropriate
position.

As forward motion compensation mirror works, the
camera controller sends the focus checkup instruction to
the autofocus controller. The autofocus controller starts to
control and receive the resulting images of the prefocal
CMOS detector and postfocal CMOS detector.The autofocus
controller captures and averages the gray values of the images
from the same detector. After preprocessing, autofocus con-
troller computes the focus evaluation function (FEF) value
of these images and drives the stepper motor to move the
focusing mirror to the desired position according to the
autofocusing algorithm that is shown in Figure 5, until the
FEF value of images exported by two CMOS detectors is the
same; that is, the difference between two values is less than
the threshold value.
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Figure 2: Optical imaging system model.
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Figure 3: Optical imaging system model diagram with CCD detector before 𝑃.

As is shown in Figure 6, because the imaging CCD detec-
tor is located in the middle of the prefocal CMOS detector
and postfocal CMOS detector, according to the characteristic
of FEF, the position of the imaging CCD detector is the
position where the values of FEF are maximum. Therefore,
the imaging CCD detector is located in the best position of
the focal plane.

Thus, through the acquisition of the focusing images and
control of focusing mirror, the real-time automatic focusing
process is realized.The flowchart diagram of the autofocusing
system is shown in Figure 5.

This autofocus method combines Phase-Difference AF
and Contrast AF. Compared with typical Canon Phase-
Difference AF method, this AF method possesses high AF
precision and relatively slow AF speed, and it is suitable for
low light situations.

5. Autofocusing Algorithm

As shown in Figure 5, autofocus algorithm carries the prelim-
inary focusing according to the surrounding environment, to
narrow the autofocusing range.
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Firstly, the camera collects the actual temperature, atmo-
spheric pressure, and imaging distance between the aerial
camera and target and computes the defocus quantity of
the focal plane according to the focal plane position under
different condition of temperature and pressure provided by
optical analysis. Then the defocus quantity is added to the
focal plane position which calibrated in the lab. Finally, a
rough focal plane position is obtained. The camera drives
the focusing mirror to the approximate focal plane position
[10, 14].

General aviation camera has 2mm range for focusing
[15]. According to the camera’s optical analysis and simulation
results, the possible focus range will be narrowed down to
(1/4)th of the original scope. It shortens the time needed for
image inspection method and also for the efficient working
of the focus evaluation function [15].

Then, when the scanning mirror works, namely, the
camera works in the mode of forward direction image
motion compensation (FIMC), ground scenery is relatively
stationary to the camera. Now autofocusing controller starts
focusing based on image, commanding the postfocal CMOS
detector and prefocal CMOS detector image on the ground
scenery at the same time. Next autofocusing controller
preprocesses the images and then calculates the value of the
focus evaluation function of the two images, numerical 𝐹1
and 𝐹2. Autofocusing controller compares 𝐹1 and 𝐹2, if 𝐹1 >𝐹2, and (𝐹1 − 𝐹2) > 0.02 ∗ (𝐹1 + 𝐹2), it is illustrated that FEF
value of image obtained by prefocal CMOS detector is bigger
than the postfocal CMOS detector, and the best focal plane is
near the prefocal CMOS detector. So autofocusing controller
drives the focusing lens to move a step backward.

Previous steps are repeated and the sizes of 𝐹1 and𝐹2 are compared until (𝐹1 − 𝐹2) ≤ 0.02 ∗ (𝐹1 + 𝐹2).

Thedifference between𝐹1 and𝐹2 is less than 1%; that is,𝐹1 and𝐹2 are mainly the same. As described in Analysis of Aviation
Camera Autofocusing above, the best focal plane is in the
middle of two CMOS detectors.

Because the imaging detector is placed in the middle of
the two CMOS detectors on the optical path, the best focal
plane of the imaging detector is in the actual position.

The above work is carried out in front of the aerial camera
taking pictures. In the process of aviation camera taking
pictures, when the camera is in a state of IMC, focusing
controller also controls two CMOS detectors and performs
the required numerical calculation. Since the photo has been
checked for the focal work before, so at this point the defocus
quantity of camera is not big. Generally two to five times of
the function comparison can give a best approximate of the
actual focal plane; this ensures that the imaging detector is
located in the best focal plane, achieving the goal of real-time
focusing.

Since this method does not depend on the imaging
detector, the line array and area array can be used as imaging
detectors. Hence, this method can be adopted universally.

6. Optical-Mechanical Structure of
Autofocusing System

The optical-mechanical structure of autofocusing system is
shown in Figure 6; postfocal CMOS detector is installed
in the optical system after the imaging CCD detector. The
distance between photosensitive surface of postfocal CMOS
detector and imaging CCDdetector is𝐷. Before the postfocal
CMOS detector, a transflective mirror is placed and prefocal
CMOS detector is located in the left side of the transflec-
tive mirror. The distance between photosensitive surface
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Figure 5: Soft flow diagram for autofocusing.

of prefocal CMOS detector and imaging CCD detector is
also 𝐷 in aplanatic focal plane. The difference is that two
CMOS detectors locate at both sides of the imaging CCD
detector.

Thus, ground scenery image through reflection of for-
ward motion compensation mirror, refraction of optical lens,
and reflection of focusing mirror arrives at transflective
mirror.The transflective mirror reflects half of the light to the
prefocal CMOS detector, and half of the light is transferred to
the postfocal CMOS detector. So the same ground scenery
finally images on the two CMOS detectors at the same time.

When the AF CMOS detector is off the optical axis of
the system, along with the increase of angle of field, the lens
curvature of field will reduce the position accuracy of optimal
image plane. So it is necessary according to the astigmatic
field curve provided by optical design to place the AF CMOS
detectors on the angle of field where the field curvature is
minimum.

7. Choice of Focus Evaluation Function

In this paper, the focus evaluation function (FEF) refers
to the mathematical expression that is used to obtain the
information about image resolution [6]. FEF can roughly boil
down to gray level gradient function, the frequency domain
function, informatics function, statistics function, and so on.
The gray level gradient function is more practical for judging
the focusing complexity and stability than other categories
functions [3].

The following are four commonly used gray gradient
functions.

(1) Gradient square sum function is

𝐸𝑘 =
𝑀−1∑
𝑖=1

𝑁−1∑
𝑗=1

([𝑓 (𝑖 + 1, 𝑗) − 𝑓 (𝑖, 𝑗)]2

+ [𝑓 (𝑖, 𝑗 + 1) − 𝑓 (𝑖, 𝑗)]2) .
(10)
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(2) Laplace operator sum function is

𝐿𝐾 = 𝑀−1∑
𝑖=2

𝑁−1∑
𝑗=2

8𝑓 (𝑖, 𝑗) − 𝑓 (𝑖, 𝑗 − 1) − 𝑓 (𝑖 − 1, 𝑗)
− 𝑓 (𝑖 + 1, 𝑗) − 𝑓 (𝑖, 𝑗 + 1) − 𝑓 (𝑖 − 1, 𝑗 − 1)

− 𝑓 (𝑖 − 1, 𝑗 + 1) − 𝑓 (𝑖 + 1, 𝑗 − 1)
− 𝑓 (𝑖 + 1, 𝑗 + 1) .

(11)

(3) Roberts gradient sum of squares function is

𝑅𝐾 = 𝑀−1∑
𝑖=1

𝑁−1∑
𝑗=1

√𝑓 (𝑖, 𝑗) − 𝑓 (𝑖 + 1, 𝑗 + 1)2 + 𝑓 (𝑖, 𝑗 + 1) − 𝑓 (𝑖 + 1, 𝑗)2. (12)

(4) Secondary polynomial function is

𝑆 = 𝑀∑
𝑖=1

(𝑓max (𝑖) − 𝑓min (𝑖))
𝑁∑
𝑗=1

(𝑓max (𝑗) − 𝑓min (𝑗))

+ 1
𝑀 (𝑁 − 1)

𝑀∑
𝑖=1

𝑁−1∑
𝑗=1

[𝑓 (𝑖, 𝑗 + 1) − 𝑓 (𝑖, 𝑗)]2 ,
(13)

where 𝑖, 𝑗 are the column and row numbers of the pixel in
spatial domain and 𝑓(𝑖, 𝑗) is the gray value of the pixel.

For autofocusing system, it is very important to select
appropriate focus evaluation function. The ideal focus eval-
uation function should have the following characteristics:

(1) it should be unbiased and have maximum value only
when object plane and focal plane overlap; (2) it should
have a single-peak: that is, focus evaluation function in
the whole range has only one extreme value; (3) it should
have high signal-to-noise ratio; in certain noise interference,
autofocusing system can accurately detect defocused signal;(4) the computation burden should be as minimum as
possible; this is a prerequisite for quick automatic focusing;(5) it should have high sensitivity; that is, autofocusing system
should distinguish between focus and defocus; this is an
important requirement for focusing precisely [4].

Experiments show that a secondary polynomial function
with an approximately linear curvature is suitable for the
larger focusing range. But due to its low sensitivity, it is
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Figure 7: Variation trend of focus evaluation function.

suitable for coarse focusing in a large range. Roberts gradient
sum of squares function, gradient square sum function,
and Laplace operator sum function are suitable for focusing
accurately because of their high sensitivity and high stability
in a small range [16].

Comparing several small range focusing functions, Rob-
erts gradient sum of squares function has advantages in terms
of minimal computational burden and stability. At the same
time, before the application of proposed image-focusing algo-
rithm, an approximate focusing is carried out considering the
environmental conditions, so that the possible focal range
is narrowed down to a quarter of original. Then, the focus
evaluation function which has high sensitivity but fits for
small focal range can be used. Hence, the Roberts gradient
sum of squares function is chosen as the focus evaluation
function. The variation trend of various focus evaluation
function is presented in Figure 7.

8. Image Preprocessing

In automatic focusing of the imaging system, along with
the constant change of the camera position and the shaking
of view axis or fluctuations of the illumination, average
brightness of the received image will change. Since most
of the imaging systems possess automatic lighting function,
even in the same position, the two-frame image’s brightness
is probably different. The difference will affect the output
of the focus evaluation function because gray level values
of the image are computational basis. The focus evaluation
functional values of a clear image with low brightness are less
than that of an unclear image with higher brightness. In such
cases, focus evaluation functional curve can have multiple
peaks. Therefore, image must be normalization in the gray
scale.

Figure 8(a) shows 20 frames of images of the same
view that are continuously collected. Figure 8(b) shows
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the corresponding focus evaluation function values. From the
experiment results, one can observe the fluctuations in the
image; meanwhile, the fluctuations will switch the stability of
focus evaluation function. So the image preprocessing refers
to 10 frames of the same ground scenery and takes the average
of the grayscale values of 10 frames point by point, to reduce
the interference mentioned above.

9. Experiment Result and Analysis

In order to validate the performance of autofocusing system,
few aerial images in the laboratory are considered. The
hardware design of autofocusing systemand error analysis are
discussed in this section [16].

In order to verify the feasibility of this method, a focus
experiment is conducted. The test principle is illustrated in
Figure 9, and the material object is shown in Figures 10 and

11. Test apparatus includes simulation air images, optical lens,
motorized linear translation stage, one imagingCCDdetector
and two CMOS detectors for focusing, transflective mirror,
autofocusing controller, and monitor computer [6, 16].

The imagingCCDdetector is an aerial scanCCDdetector,
Gazelle GZL-CL-41C6M with a resolution of 2048 × 2048,
pixel size of 8 𝜇m × 8 𝜇m, and a frame rate of 30 fps.The opti-
cal lens is SMC PENTAX 67 with a focal length of 200mm,
relative aperture of 1 : 6, and an operating wavelength of
0.4∼0.9 𝜇m. The focusing detector is an area scan CMOS
detector, OV9650, with a resolution of 1280 × 1024, pixel size
of 3.18 𝜇m × 3.18 𝜇m, and a frame rate of 15 fps. Autofocusing
controller used is S3C6410, ARM11 series processor. KSA300-
11/12-X is used as a high-precision electronic linear transla-
tion stage with a closed-loop resolution 1 𝜇m.

The target image and the lens are fixed on the desk-
top. Imaging CCD detector, two focusing CMOS detectors,
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Figure 10: The autofocusing experiment system.

Figure 11: The detectors and transflective mirror.

and a transflective mirror are fixed to electronic linear trans-
lation stage. The transflective mirror is placed as shown in
Figure 11, to ensure that the two CMOS detectors are in front
of the focal imaging detectors and focal plane, respectively,
after the same distance “𝐷.” In the experiment, the autofo-
cusing controller manages the electronic linear translation
stage and controls the two focusing CMOS detectors. When
the electronic linear translation stage moves to a certain
position, two focusingCMOSdetectors take photos of the test
aerial images.The autofocusing controller preprocesses these
images and calculates the focus evaluation function value of
images. According to the algorithm presented in Figure 5, the
control electronic linear translation stage moves to the next
position until focusing ends.

(1)The Experiment Verification of Parameter “𝐷.” At first, aut-
ofocusing controller controls the electronic linear translation
stage tomove to a certain position till the imageCCDdetector
captures an image clearly. The location is marked as 𝐿0.

To verify this parameter “𝐷,” near 𝐿0 with a precision
of ±0.5mm, the electronic line translation stage is moved to
a random location and the imaging detector is intentionally
defocus. According to the proposed focusing algorithm, the
autofocusing controller readjusts the electronic line transla-
tion stage and controls the two focusing CMOS detectors to
capture the image until the end.The location is recorded as 𝐿.

To compute the parameter “𝐷” accurately, a different
numerical is selected as shown in Table 1. A city is selected
as the test aerial image as shown in Figure 12(b). In Table 1,
“𝐿0” refers to the location where the imaging CCD detector

captures the image clearly, which is a location found from the
algorithm. “Error” which is given by the difference between
the absolute values of “𝐿” and “𝐿0” is computed for each case
and results are presented in Table 1. It can be seen from the
experimental result that when the parameter “𝐷” is equal to
0.10mm, the autofocusing error is minimum.

(2) Autofocusing Experiment. After finding the parameter
“𝐷,” three aerial images are used as the target images, as is
shown in Figure 12; the above-mentioned experimentmethod
is repeated. The obtained experimental results are shown in
Table 2.

When the aerial camera is working, the error of defocus
allowed is less than a half of focal depth of the optical system.

It is defined as follows:

𝛿 = 2𝐹2𝜆. (14)
𝛿 is the error of defocus allowed; 𝐹 is the reciprocal of relative
aperture of optical lens;𝜆 is central wavelength of optical lens.

According to (14), the test equipment’s error of defocus
allowed can be calculated. For an 𝐹 value of 6, the center
wavelength of optical system is 550 nm, and the obtained
error of defocus allowed is 0.0396mm.

From Table 2, it can be concluded that the proposed
methodmeets the requirements of the aviation camera focus-
ing accuracy; the maximum error of focusing is 0.029mm,
which is less than the error of defocus allowed, that is,
0.0396mm.The average error of focusing is 0.017mm, which
is less than a half of the error of defocus allowed, 0.0198mm.
Although three example images are different in content and
richness, our focusing method can accurately find the best
focal plane.

10. Conclusions

In this paper, a new autofocusing approach of aerial camera
was proposed. The proposed autofocusing method is based
on the actual image, so it is direct and accurate. Because
the ground target is imaged on two CMOS detectors simul-
taneously, the autofocusing method can reduce the aircraft
attitude stabilization accuracy requirements. It can be applied
to an aerial camera based on line scan TDICCD detector or
area scan CCD detector. When the aerial camera captures
the images of the ground scenery, the autofocusing system
can work simultaneously. So it is a real-time autofocusing
method.

To validate the performance of the proposed autofocusing
method, few aerial images in laboratory are considered.
Results show that the average error of focusing is 0.017mm,
which is less than a half of the error of defocus allowed, that
is, 0.0198mm. So the proposed method can meet the needs
of aviation camera; the error of defocus is within the allowed
half depth of defocus. In the future, the autofocusing method
based on 2 differential CMOS detectors will be investigated
for the better and precise aerial imaging.
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(a) River and tree (b) City (c) Suburb

Figure 12: Test aerial images.

Table 1: Parameter “𝐷” experiment result.

Measurement
times

𝐷 = 0.03mm 𝐷 = 0.05mm 𝐷 = 0.10mm 𝐷 = 0.15mm

𝐿 (mm) 𝐿0 (mm) Error
(mm) 𝐿 (mm) 𝐿0 (mm) Error

(mm) 𝐿 (mm) 𝐿0 (mm) Error
(mm) 𝐿 (mm) 𝐿0 (mm) Error

(mm)
1 61.381 61.355 0.026 61.333 61.355 0.022 61.323 61.355 0.032 61.383 61.355 0.028
2 61.398 61.355 0.043 61.314 61.355 0.041 61.372 61.355 0.017 61.323 61.355 0.032
3 61.326 61.355 0.029 61.387 61.355 0.032 61.334 61.355 0.021 61.319 61.355 0.036
4 61.392 61.355 0.037 61.329 61.355 0.026 61.368 61.355 0.013 61.376 61.355 0.021
5 61.316 61.355 0.039 61.386 61.355 0.031 61.374 61.355 0.019 61.328 61.355 0.027
Average — — 0.035 — — 0.030 — — 0.020 — — 0.029

Table 2: Autofocusing experiment result.

Measurement times Figure 12(a) river and tree Figure 12(b) city Figure 12(c) suburb
𝐿 (mm) 𝐿0 (mm) Error (mm) 𝐿 (mm) 𝐿0 (mm) Error (mm) 𝐿 (mm) 𝐿0 (mm) Error (mm)

1 61.372 61.355 0.017 61.333 61.355 0.022 61.372 61.355 0.017
2 61.379 61.355 0.024 61.343 61.355 0.012 61.334 61.355 0.021
3 61.326 61.355 0.029 61.368 61.355 0.013 61.341 61.355 0.014
4 61.371 61.355 0.016 61.361 61.355 0.006 61.339 61.355 0.016
5 61.346 61.355 0.009 61.366 61.355 0.011 61.36 61.355 0.005
6 61.381 61.355 0.026 61.338 61.355 0.017 61.377 61.355 0.022
7 61.367 61.355 0.012 61.366 61.355 0.011 61.342 61.355 0.013
8 61.341 61.355 0.014 61.367 61.355 0.012 61.348 61.355 0.007
9 61.363 61.355 0.008 61.34 61.355 0.015 61.371 61.355 0.016
10 61.342 61.355 0.013 61.368 61.355 0.013 61.376 61.355 0.021
Average — — 0.017 — — 0.013 — — 0.015
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