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This paper focuses on the filtering problems of nonlinear discrete-time stochastic dynamic systems, such as the model simplification,
noise characteristics uncertainty, initial conditions uncertainty, or system parametric variation. Under these circumstances, the
measurements of system have one sampling time random delay. A new method, that is, strong tracking filtering algorithm of
randomly delayed measurements (STF/RDM) for nonlinear systems based on recursive operating by analytical computation and
first-order linear approximations, is proposed; a principle of extended orthogonality is presented as a criterion of designing the
STF/RDM, and through the residuals between available and predicted measurements, the formula of fading factor is obtained.
Under the premise of using the extended orthogonality principle, STF/RDM proposed in this paper can adjust the fading factor
online via calculating the covariance of residuals, and then the gain matrices of the STF/RDM adjust in real time to enhance the
performance of the proposed method. Lastly, in order to prove that the performance of STF/RDM precedes existing EKF method,

the experiment of tracking maneuvering aircraft is carried out.

1. Introduction

Filtering task is obtaining state variables from a series of noisy
measurements available online. The main aim is to minimize
the estimation error, which is referred to as the residual or
innovation vector.

Currently, most suboptimal methods for obtaining the
posterior density in nonlinear discrete-time stochastic dyna-
mic systems are using global and local approximation meth-
ods. Taking the point-mass filter based on adaptive algorithm
[1] and particle filters with Gaussian mixtures based on
Gaussian mixture approximation [2], for example, it is the
advantage of the global approximate approach that any clear
assumption pertaining to the form of posterior density is not
needed. Although the global methods have strong adaptabil-
ity, they suffer from enormous computational complexity. In
contrast, the local methods have simple design of the filter
and fast implementing speed, and the performance of this
method is always with acceptable accuracy in actual applica-
tions. In local methods, the form of posterior density usually

is assumed to be Gaussian. Sometimes several local filters can
be derived without an assumption on the density (just the
first two moments are required) such as extended Kalman
filter or unscented Kalman filter. Up till now, there are plenty
of variations about local methods of approximation, such as
the extended Kalman filter (EKF) based on the method of
linearization [3], the central-difference Kalman filter (CDKF)
based on the interpolation method [4], the unscented Kalman
filter (UKF) based on the method of unscented transform
[5], the quadrature Kalman filter (QKF) based on the rule
of Gauss-Hermite [6], and the cubature Kalman filter (CKF)
based on the cubature rule of spherical-radial cubature [7].
However, since the aforementioned state estimation methods
are all formulated under the assumption of statistics of the
noises and system parameters accurate modeling, in real
applications they have some disadvantages; for example, the
uncertainties in the model, initial conditions, or noise charac-
teristics may lead to bias in the estimation process. In order
to overcome the above disadvantages, one solution is to intro-
duce fading factors in the state error covariance matrix based



on the residual sequence. This method is named as the strong
tracking filter (STF), which was proposed by Zhou and Frank
[8-11].

In general, all the above filtering estimations often con-
sider the fact that in real time the measurements generated by
system are available, but the measurements directly obtained
are affected by random delay in many actual applications.
Therefore, the problem of filtering having randomly delayed
measurements has been attracting wide attention [12-15], in
nonlinear state estimation. In [12], two modified filtering
algorithms, EKF and UKE, with one sampling time randomly
delayed measurements have been proposed; an improved
unscented filtering algorithm in [13] was proposed based on
two-step randomly delayed measurements; the literature [14]
considered one-stage prediction, filtering, and fixed-point
smoothing problems in nonlinear discrete-time stochastic
systems having one-step randomly delayed measurements; in
this situation, the recursive estimation algorithm, that is, the
signal produced by state-space model is uncertain and only
the covariance information can be utilized, has been pro-
posed; recently, considering observations of one-step ran-
domly delayed measurements, a generic framework of Gaus-
sian approximation (GA) filter has been given in [15].

To overcome the common disadvantages of filtering
method having one-step randomly delayed measurements
and normal filtering method, here, a novel STE/RDM is pro-
posed; an extended orthogonality principle is presented as a
criterion of designing the STF/RDM and through the resid-
uals between available and predicted measurements, the
formula of fading factor is obtained. Since the STF/RDM can
implement the online tuning of the fading factor by monitor-
ing the covariance of residuals, the gain of the STF/RDM will
be adjusted in real time to enhance performance of ESFT.

The structure of this paper is as follows. The basis of the-
ory and elementary knowledge about the existing EKF having
one-step randomly delayed measurements is reviewed in
Section 2. Then, the extended orthogonality principle which
is the basis of STF/RDM is proposed in Section 3. There-
after, in Section 4, the STF/RDM having one-step randomly
delayed measurements is derived. In Section 5, simulation
experiment on tracking a maneuvering aircraft is imple-
mented to compare the performance of the STF/RDM with
existing EKF. Finally, Section 6 gives some conclusions.

Throughout this paper, E[:] stands for mathematical
expectation; I stands for the unit matrix; diag{---} denotes
a block-diagonal matrix; the superscripts —1, T, A and ~,
respectively, denote the inverse matrix, the matrix transpo-
sition, the estimate, and the estimation error. For example, X
stands for the estimate of variable x and X¥ = x — X stands for
the estimate error of variable x.

2. Problem Formulation and Preliminaries

In this section, the nonlinear model having one-step ran-
domly delayed observations and the filtering algorithm
derived from this model are reviewed.
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2.1. Nonlinear System Model. Consider a nonlinear, discrete-
time, stochastic system as state model shown by

X = fr () +wp, k20 1)

and the model of one sampling randomly delayed observation

Zk = hk (xk) + Vk, k > 1, (2)

Ve==y)zc+nz k>1 y =2, ©)
where {x;;k > 0} is the n x 1 state vector, {z;;k > 1} is the
m X 1 real measurement, {y;;k > 1} is the m x 1 available
measurements, {wy; k > 0} and {v;; k > 1} are sequences of
uncorrelated Gaussian white noises that have zero means and
the covariance matrices which are E[w; wlT] = Q0 and
Elve v[] = RSy, respectively, where &, is the Kronecker
delta function, the initial state x;, is a random Gaussian vector
having mean E[x,] = Xy, and covariance E[x, xg] = Pojos
for all k, the nonlinear functions f, and h; are infinitely
continuously differentiable, and {y;k > 1} denotes a
sequence of uncorrelated Bernoulli random variables that can
take the values 0 or 1 with

pln=1)=

p(y=0)

[ )2] (1~ pi) poo
E[(yc - Pl =

where p, represents the probability of a delay in measurement
at time k.
Substituting (2) into (3) gives

E [yl = pro
-Elpl=1-pp

Yi+1 = (1 - Yk) [hk+1 (xk+1) + Vk+1]
(5)

+ Viern [ (%) + ]

In (1)-(3), assume that x,, {wy; k > 0}, {v;; k > 1}, and {y;; k >
1} are mutually independent.

Obviously, the Bernoulli variable in (3) imitates the
random delay in the following sense: at each time k > 1, if
Y = 1, then y, = z;_; which means that the measurement
is one sampling time randomly delayed; otherwise, if y, = 0,
then y; = z; which means that the measurement is updated.

2.2. Extended Kalman Filter with One-Step Randomly Delayed
Observations. In [15], a general and common framework of
Gaussian approximation (GA) applied in the system shown
by (1)-(3) has been presented; under these circumstances, the
measurements with one sampling time random delay often
occur. Here, the functions of one-step posterior predictive
probability density p(x;,; | Yi) and p(yi,; | Y;) are all
assumed to be Gaussian, where Y, = { yi}le is the set of
the available measurements in (3). In (5), it is clear that the
Gaussian approximation of p(x,; | Yy, ;) and p(vi,; | Yiir)
needs to be known when deriving a GA filter for the system
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in (1)-(3). Therefore, the augmented state vector is defined as

follows:
a Xk
X = ( ”), )
Vi+1

whose mean and covariance are conditioned by Yy, ;, approx-

imated by
a [ Kkl
Xht1lk+1 = >

Vie+1lk+1
XV
Pk+1|k+1 Pk+1|k+1
- ( XV )T vy ’
k+1|k+1 k+1]k+1
Note that v, is independent of Y} and X,,. Hence, the
augmented state prediction X, and the covariance P,

are
2 (xk+1|k)
kt1lk = ’
Omxl

Pk+1|k Onxm
PI?+1|k = ( :

Omxn Rk+1

(7)

a
Pk+1|k+1

In [15], the equations describing the Gaussian approxima-
tion (GA) filter applied in the system shown by (1)-(3) are as
follows:

Bt = e + Ko P 9)
Vet = Koy V1o (10)
Perrkrr = Pepae — K;+1P1i,i’1|k (Klfﬂ)T > (11)
Plﬁ/llkﬂ = _Klfﬂnguk (KZ+1)T> (12)
Pk = R — KI:+1P]§2/1|k (K1:+1)T> (13)
K;cc+1 = plfi/uk (Plguk)il > (14)
Y11k

= (1= Y1) (Zre1 = Zrea) + Vi (2 — Zigre) (15)

+ (Vo1 = Prst) (Eklk - Ekﬂlk)’

v _ pvy yy )7L
Kk+1 - Pk+1|k (Pk+1|k) > (16)
yy
Pk+1|k
= (1= prs1) Plffllk + Pk+1PIf|7< (17)

~ _ _ ~\T
+ (1= Prs1) Prs (Zk+1|k - Zklk) (Zk+1|k - Zklk) >

Xy _
P = (1= peet) P + P Pisipno (18)

Pguk = (1= prs1) Resrs (19)

XV = ~T Xy
where Pk+1|k+1 E[xk+1|k+lvk+1|k+1 | Yk+1]» Pk+1|k

E[fk+1|k)7kT+1|k | Yil, szfuk = E[fk+1|kgz+1|k | Yil, Plffl,km =
E[fk+1|kzz|k | Yil, P;:i’uk = E[Vkﬂjjlauk | Yl PGy =
E[Ekﬂlkzlallk | Yil, Py = E[5k|k5;<r|k | Yil, Zie1ie = Elziqy |
Yil, Zye = Elze | Yyl and Ki,, and K, respectively,
express the gain matrices of the filtering estimated state and
measurement noise. Based on (9)-(19), the extended Kalman
filter in [12] can be described by the following equations.
Assuming that the X}, and P, at time k have been
computed, by linearization of f,(x;) and hy(x;) with the first
term of the Taylor series expansion about x;, = Xy, we get

X1 = fio (Rige) + Fe (% = X)) + Wi (20)
2 = hy (X)) + Hy (i = Zpge) + Vi (21)
where Fy = 0f(x;)/0x =, and Hy = ohy(x;)/0x; |

Then, X1, and Py, . are approximated by the linear Kalman
filter:

X=Xk

Kotk = i (Rage) » (22)

T
Pk = FPricFr + Qe (23)

Moreover, given X, and P by (22) and (23), by
linearization of hy, (x;,,) with the first term of the Taylor
series expansion about x;, ;. = Xi, 1k We get

Zirr = My (i) + Hior (Kn = Rae) + Viws (24)

where Hy ) = 0l (X1) /041 |, =5, - THEDS Zy o Zigeo
ZZ Y24 XZ XZ :
Pl P Peape and Py g are computed by the linear

Kalman filter as follows:

Zieik = Py (Reaap) » (25)
Zik = M (Xgie) + Vg (26)

T
Plffllk = Hi1 PepeHpyy + Reens (27)

T
Pii = H P Hy + H P+ (HeP) + P (28)

T

Pk = P Hpypo (29)
T

Pk = FcPexHy + FcPge (30)

At time k + 1, combining (22)-(23) and (25)-(30) with (9)-
(19) computes 552+1|k+1 and P,f+1|k+1 in (7). For the derivation
process of (20), (21), (24), and (26), see the literature [12].

3. Extended Orthogonality Principle

As is known to all, model mismatch due to model sim-
plification, noise characteristics uncertainty, initial condi-
tions uncertainty, or system parametric variation causes the
robustness of EKF to be bad and even diverging [16, 17].



Under the orthogonality principle, the literature [18] first pre-
sented the strong tracking filter (STF) applied in nonlinear
systems with white noise. The excellent characteristics of STF
are described as follows:

(1) It has strong robustness when the model is uncertain.

(2) For the state changing suddenly or slowly and even
the system reaching a steady state or not, it has
excellent ability of tracking to the states.

(3) It has moderate computational complexity.

Further, we hold opinion that STF fit coping with the problem
of model uncertainties and other unpredictable disturbances
in nonlinear state estimation that have one-step randomly
delayed observations.

The standard STF cannot be directly applied to the state
estimation with one-step randomly delayed observations,
because of the arbitrarily selected pairs of residuals, in
orthogonality principle of standard STF, which is calculated
according to all observations having been updated. Therefore,
in the following section, STF/RDM is proposed according to
the principle of extended orthogonality applied in fusion one-
step randomly delayed observations efficiently.

Definition 1 (extended orthogonality principle). For the
discrete-time nonlinear process having one-step randomly
delayed observations in (1)-(3), (9), (10), and (22), the suf-
ficient condition of the augmented state estimator is called a
strong tracking filter that the criteria must satisfy (through
choosing time varying gain matrices K, and K}, online):

T .
E {(xZH - Ez+1|k+1) (x;;—l - x41;+1|k+1) } = min, (31)

~ T
E {yk+1+j|k+jyk+1|k} =0, )

k=0,1,2,...5 j=1,2,...,

where the criteria of minimum mean square error (MMSE)
is shown as (31), the condition of orthogonality is shown as
(32), in which the condition is that all of the residuals should
be mutually orthogonal at any time.

Remark 2. Equation (31) is just the criterion of the existing
EKEF, the derivation of which for the problem is presented in
the Appendix. Equation (32) is the core formulation of exten-
ded orthogonality principle; using other criteria to replace
(31), the deformation of extended orthogonality principle can
be obtained. Therefore, once (32) was introduced into the
original filter, it has the characteristics of STE

4. Derivation of the STF/RDM

In this section, an STF/RDM algorithm is derived according
to the principle of extended orthogonality. It is easy to find
that the idea of the EKF with one-step randomly delayed
observations depends upon the past measurement data and
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the heavy reliance may lead to diverge state estimation. In
order to restrain the divergence, the filter should be capable
of eliminating the effect of past data from a current state esti-
mate if these data are no longer meaningful. The literature [18]
presented a method to modify the covariance of state error at
time k through introducing the fading factor of suboptimal
as follows:

Pk = A1 P (33)

Then, the covariance of predicted state error is also modified
through substituting (33) into (23) as follows:

T
Peiipk = Aent B Fre + Qo (34)

where A ,; > 1. As a consequence, the influence of the
latest measurement data in state estimation is dominant and
divergence is restrained.

The purpose of the STF/RDM is to impair the influence
of the historical data when they are no longer significant, by
using a time varying suboptimal fading factor, and modify the
gain matrices online so that the filter has strong tracking abil-
ity. Therefore, a key problem in STF/RDM is how to calculate
the suboptimal fading factor A, according to the principle
of extended orthogonality.

Substituting (21) and (24)-(26) into (15) yields

Vier1jk
= (1 - Yk+1) [Hk+1 (xk+1 - £k+l‘k) + Vk+1]
R R (35)
+ Veer [Hy (% = Zigi) + Vi = Vi)

+ (Verr = Prert) [P (Riei) = P (Ricenpe) + Vi -
Using (20) minus (22) yields
X1 = K = Fr (o0 = Xggpe) + Wy (36)
Substituting (22) and (36) into (35) yields

Frie = [(1 = Vear) Heer Fe + Vieor Hie) (3 = Xie)

+ (1= Y1) Henwe + (1= Vear) Vi
(37)

+ Vear (Ve — T’k|k) + (Vi1 = Pre1)

[y (’?klk) — hyer (fi (k\klk)) + %k] .

Using a similar derivation method yields

yk+1+j|k+j = [(1 - Yk+1+j) Hk+1+ij+j + Vk+1+ij+j]

: (xk+j - 55k+j|k+j) + (1 - Vk+1+j)
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: Hk+1+jwk+j (1 - Vk+1+j) Vit1+j
+ Yi+1+j (Vk+j - Vk+j|k+j) + (Yk+1+j - pk+1+j)
) [hk+j (xk+j|k+j)
- hk+1+j (fk+j (xk+j|k+j)) + Vk+j|k+j] .

(38)
Substituting (38) into (32) yields

E {yk+l+j|k+j5;:+1|k} =E {[[(1 - Vk+1+j) Hk+1+ij+j
+ Yk+1+ij+j] (xk+j - £k+j|k+j) + (1 - Yk+1+j)
: Hk+1+jwk+j + (1 - Yk+1+j) Vicr+j T Viw14j (Vk+j (39)

- Vk+j|k+j) + (yk+1+j - pk+1+j) [hk+j (xk+j|k+j)

= My (fk+j (55k+j|k+j)) + vk+j|k+j]] J71<T+1|k} .

Since the initial state x,, {wy; k > 0}, {visk > 1}, and {y,; k >
1} that can generate the state and observations are mutually

independent and taking (4) into account, then the (39) can be
simplified to

E {yk+1+j|k+jyg+1|k}
= [(1 _Pk+1+j) Hk+1+ij+j +pk+1+ij+j] (40)

-E {(xk+j - £k+j|k+j) )71?+1|k} .

Based on (9), (20), and (22) and by a similar derivation
method applied in (38), this yields

Xietj — 55k+j|k+j = Xierj ~ 5C\k+j|k+jfl - Klf+jyk+j|k+j—1
= {[I - (1 - Vk+j) Klf+ij+j] Frija
- KIJ<C+ij+ij+j—1} (xk+j—1 - £k+j—1|k+j—1) T Wiy j-1
= Ky {(1- Vk+j) Hiey jWijo1 + (1= Vew) Vi (41)
+ Yk+j (Vk+j—1 - vk+j—1|k+j—l) + (Yk+j - Pk+j)
. [hk+j71 (£k+j—1|k+j71)

- hk+j (fk+j—1 (’?k+j—1|k+j—1)) + $k+j—1|k+j—1]} .

Substituting (41) into (40) yields

E {yk+1+j|k+j5;l?+1|k} = [(1 - Pk+1+j) Hk+1+ij+j + pk+1+ij+j] E {H[I - (1 - Yk+j) K:+ij+j] Fk+j—1 - Kl}cherkJerkJrj—l}

—~ X -
: (xk+j—1 - xk+j—1|k+j—1) Wiy~ Ky {(1 - Yk+j) Hyjwyy o + (1 - Vk+j) Vierj 1 Vit (Vk+j—1 - Vk+j—1|k+j—1) (42)

+ (Yk+j - Pk+j) [hk+j—1 (fk+j—1|k+j—1) - hk+j (fk+j—1 (55k+j—1|k+j—1)) + §k+j—1|k+j—1]}] J7zz+1|k} .

Again, since the initial state x, {w;; k > 0}, {v;sk > 1}, and
{yesk > 1} that can generate the state and observations are
mutually independent and taking (4) into account, then (42)
can be simplified to

E{Firrs s Fon) = [(1= Prsrej) Heors e
+ pk+1+ij+j] {[I - (1 - pk+j) Klf+ij+]'] Fk*f’l (43)
43
- K1f+ij+ij+j—1}

E - T
: Xierj=1 ~ Xkt j-1lk+j-1 | Vir1|k] -

From (40) and (43), the following form can be obtained by
using an iterative operation

E {yk+1+j|k+jyz+1|k} = [(1 - pk+1+j) Hicor4jFiyj

+ pk+1+ij+j] {[I - (1 - pk+i) Kl)cc+in+i] Fk+i—1 (44)

J
i=2

- Klf+ipk+in+i—1} E {[xk+1 - 55k+1|k+1] )717;+1|k} :

Equation (9) yields

E {[xk+1 - 55k+1|k+1] J7kT+1|k}
=E {[xkﬂ = e — Kior Terriie) }7kT+1|k}

=E {[xkﬂ - Xir1ik) J71?+1|k}

. (45)
X —_ ~
- KinE {yk+1|kyk+1|k}
- T ~ T
=E {xk+1|kyk+1|k} - K E {)’k+1|k)’k+1|k}
~ T

= P]Xuk - KI):HE {J’k+1|k)’k+1|k} .

Substituting (29) and (30) into (18) yields
T
Pl = (1= prar) PearpeHpa (16)

T
+ P (FkPklka + kaﬁz) .



Substituting (46) into (45) yields

E {[xkﬂ - fk+1|k+1] yfﬂlk}
=(1-prn1) Pk+1|kaT+1 (47)

T 0
+ Pt (kaklka + kam) - K Vi

where Vi, = E{F 11 )7kT+1| «} is the covariance of the residual.
Substituting (17), (22), (25)-(28), and (46) into (14) yields

K;cc+1 = [(1 - pk+1) Pk+1|kH£+1
+ Prs1 (FkPk|kaT + FsziiZ)] ((1 = Pr+1)
T
: (Hk+1Pk+1|ka+1 + Rk+1)
T
+ o (HiPuHE + HBS + (HBSL) + Pl ) (48)

+ (1 - pk+1)
" Pr+1 [hk+1 (fk (fklk)) - hk (55k|k) - ?klk]

s (i (Re)) = b (Ri) 7))

Substituting (48) into (47) yields

E {[xkﬂ = Xtk ] J71<T+1|k} = [(1 ~ Prs1) Pk+1|kaT+1
+ Prs (FkPk|kaT + FkPIijZ)] ‘[I - ((1 = Prs1)
: (Hk+1pk+1|kaT+1 + Rk+1)
+ P [ HiPcHY + HPS, + (HES) + ] (49)

+ (1 - Pk+1)
* Prat [P (fi (fkuc)) — by (fkuc) - Oklk]

- - ~ r\!
Py (fre (Rge)) = P (Rege) = D] ) V1?+1} :
Substituting (49) into (44) yields

E {yk+1+j|k+jyz+1|k} = [(1 - pk+1+j) Hicor4jFiyj

{[I - (1 - pk+i) Kl)cc+in+i] Fk+i—1

J
+ pk+1+ij+j]
i=2

- Klf+ipk+in+i—1} [(1 - pk+1) Pk+1|ng+1
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+ Pri (FkPk|kaT + FkPIiTl;)] ‘[I - ((1 ~ Prs1)
: (Hk+1pk+1|kaT+1 + Rk+1)
T
+ Pro1 [HkpklkHE + Hi Pl + (HePy) + Pk”(k]

+ (1 - pk+1)
“ Prar iy (fi (’?klk)) — by (fiqk) - vklk]

D G ) = ) - 7el”) Vi |-

(50)

In order to satisfy the principle of extended orthogonality in
(32), an appropriate fading factor A,,; needs to be chosen,
according to (50), to ensure that (51) is workable:

I- ((1 = pest) (Henr PesieHisr + Rt )
T XV xv\T Vv
+ Prn1 [HkPklka + HePy + (HiP) + Pklk]
+ (1= pea) S

Pt [Prsr (Fie Rige)) = Pie (Rige) = Ve

-1
- - o T
hrear (fre (Rge)) = e (Rrge) = Ve ) Vi = 0.
Equation (51) is equivalent to

(1= Prer) Hicrr PerapeH + Prn HiParHy = Vi,
= (1= per)
*Prest [hieer (fie (Rige)) = e (Regie) = D]
i (fie Fage)) = e (Fuge) = ]

~ Dot [HeBp+ (HE) + Pl = (1= piy)

(52)

' Rk+1'

Substituting (33) and (34) into (52) yields

Akat [(1 = Prsr) Hior B P Fe Hy,
+ Pk+1HkPk|kaT] = Vi = (1= pey)
P [P (i (fkuc))

- hk (k\klk) - ?klk] [hk+1 (fk (k\klk)) - hk (fklk)

~ pen [HeB + (HB) + B - (1

(53)
~ V]

- pk+1) (Rk+1 + Hk+1Qng+1) :
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In both sides of (53), the traces are directly calculated simi-
larly to the idea of the literature [8] as follows:

tr [y [(1 = prnr) Hirt FiPg Fy Hyy

+ Pk+1HkPk|kaTH =tr [VI?H ~ (1= pes)

" Pr+1 [hk+1 (fk (xklk)) - hk (X\klk) - vklk]

R R oor (54)
: [hk+1 (fk (Xklk)) - by (xklk) - Vklk]
Vv vV T 4%
= Prn1 [Hkplflk + (Hkplzk) + Pklk] = (1= peor)
’ (Rk+1 + Hk+1QkHz+1)] :
Define
N T, T
My = (1 - Pk+1) Hk+1FkPk|ka Hk+1 (53)

+ pk+1HkPk|kHT>
Niy 2 Vil = (1= prsr)
* Prar [P (fi (fkuc)) — by (fkuc) - i;klk]
[hyer (fi (fkuc)) - hy (fkuc) - vklk]T (56)
~ Pt [FRBS + (FRBSR) + Pik] = (1= piy)
“Ripr = (1= prsr) Hk+1QkaT+1~
Hence, (54) is equivalent to
tr [ Mie1] = tr [N |- (57)

So, the fading factor A, can be calculated by
(58)

Ak+1 =

In (56), the actual value of the covariance of residual V,S L 1s
unknown, which can be calculated roughly by

~ =T
Y1010 k=0
0 -_— o~ ~
Vi = PVI? + )’k+1|k)’kT+1|k k> 1 (59)
l+p -

where 0 < p < 1 is a forgetting factor which can be
heuristically selected like that in the literature [18]; for details,
see the simulation results in situation I of Section 5. Because
the fading factor A, takes effect only when A;,; > 1, it can
be finally determined as follows:

(60)

The formulae of the STF/RDM algorithm are similar to
those of the EKF with one-step randomly delayed observa-
tions shown by (22)-(23) and (25)-(30). The differences are
that (23), (28), and (30) should be rewritten as follows:

T
Peiiik = Mer FePercFre + Qpo (61)

T T
Pgy = Mt Hi P Hye + Hi Py + (HkPZiZ)
(62)
+ kalvk

T
Plffl,klk = At Fi P Hy + kazﬂ- (63)

Then, the calculating process of the STF/RDM algorithm is
inserting (22), (61), (25)-(27), (62), (29), and (63) into (9)-
(19) and computes 3?§+1|k+1 and PI?+1|k+1 in (7).

Remark 3. For nonlinear systems having one-step randomly
delayed observations, if directly applying the principle of ext-
ended orthogonality to them, (31) and (32) may be difficult to
be strictly satisfied. Under these circumstances, the approxi-
mate method is usually applied to satisfy these two conditions
and obtain the approximate solution of a fading factor A,
such as calculating the traces directly in both sides of (53)
and roughly determining V., , through (59) to ensure that the
filtering algorithm can be calculated in real time.

5. Simulation Results and Analysis

In this section, to analyze and compare the performance of
the proposed method in Section 4 and the existing EKF in
Section 2, the simulation experiments of tracking a maneu-
vering aircraft are implemented. Assume that the initial
position, velocity, and turn rate of the aircraft in the two-
dimensional plane are (1km, 1km), (300 m/s, 0 m/s), and
0° s, respectively. The simulation aircraft trajectory is gen-
erated as follows:

(1) It moves with constant velocity during 0-26s.

(2) It maneuvers and moves with constant turn rate Q) =
5°s™! during 27-59s.

(3) It moves with constant velocity during 60-68s.

(4) It maneuvers and moves with constant turn rate Q) =
~25°s~" during 69-73s.

(5) It moves with constant velocity during 74-100 s.

Figures 1(a), 1(b), and 1(c) show the simulation trajectory
of the aircraft position, velocity, and turn rate, respectively,
during an interval of 0-100s.

Considering the coordinated turn model with unknown
turn rate ) in [19], there is bias between real value of turn rate
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FIGURE I: (a) Position trajectory (@: initial point, m: final point), %: radar location. (b) Velocity trajectory. (c) Turn rate trajectory.

and estimate value of it, and the bias leads to the model mis-
match. The mismatch kinematics model of the maneuvering
aircraft can be obtained, which is shown as follows:

'1 sin QT cos QT -1 0"
Q Q
0 cosQT 0 -sinQT O
1-cosQT sin QT Xy
Q Q
0 sinQT" 0 cosQT O
L0 0 0 0 1]
+ Wy, k > 0,

(64)

where X = [x % y y Q] is state vector; x, y, %, and y
express the position and velocity in x direction and y direc-
tion, respectively; Q) denotes turn rate; T denotes sampling
period; w; denotes the process noise which has zero mean
and covariance

Q= p-diag[qM g,M g;T], (65)
where
T 7
M = T33 2, (66)
—T
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the parameters g, = 0.1m”s™>, g, = 0.1m?s, and g; =
1.75 x 107* s, respectively, denote the coefficient of process
noise in x direction, y direction, and turn rate.

Using two-dimensional radar location the origin of plane
measures the range and bearing of maneuvering aircraft. The
measurement can be calculated by the following equation:

\XE+ yp
Z = + Vi k> 1, (67)
tan~! <&>
Xk

where v, is radar measurement noise which has zero mean
and its covariance R = diag[o” op], where o, = 10m and

0y = V10 x 107> rad. Assume that the measurements applied
in the estimation have one sampling time random delay and
the measurements can be calculated as follows:

Ye=(=v) 2+ Y2k k>1 yy=2.  (68)
The x, = [1000m 300ms™' 1000m 0ms™' 0°s']” is ini-
tial state. In each simulation, the initial state estimation X, is

selected randomly from N (x, Pyj9), where the initial covari-
ance is

POIO
(69)
= diag[100m?> 10m*s™® 100m?® 10m?s™> 0.1rad’s™*].

The period of sampling is 1 second and the total time of each
simulation is 100 seconds.

In order to compare the filtering performance, the root
mean square error (RMSE) is chosen, because it can yield a
measure which combines the bias and variance of a filter
estimate. At time k, both RMSEs of position are defined by

m 1/2
1 no ~n no ~n
RMSE, - (;z (=2 + O - 7 2)) o
n=1

1 <k <100,

where m denotes the total number of Monte Carlo experi-
ment, (x, y¢) and (X}, ;) respectively, denote the simulated
position, which can be replaced by true position and filtering
estimate position, when nth Monte Carlo experiment is run.
Like the RMSE of position, the formulas of RMSE about
velocity and turn rate can also be defined.

In situation I, assuming m = 1000, p = 0.5, u = 1,
and p = 0.1,0.2,...,1, the average of RMSEs of position,
velocity, and turn rate obtained by using the STF/RDM is
shown in Figure 2. The values of fading factor determined by
forgetting factor are shown in Figure 3. As shown in Figures
2 and 3, with the increase of the forgetting factor p, the mean
of RMSEs about the proposed STE/RDM is almost stable and
A4 1s insensitive to the value of p. Therefore, the forgetting
factor is selected as p = 0.95 in the following situation.

In situation II, assuming m = 1, p = 0.5, and p = 1, the
RMSE:s of position, velocity, and turn rate obtained by using
the proposed STF/RDM and the existing EKF are shown in
Figures 4, 5, and 6, respectively. The values of fading factor

9
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FIGURE 2: Mean of RMSEs when m = 1000, p = 0.5, 4 = 1, and
p=01,02,...,1.
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FIGURE 3: Fading factors when p = 0.1,0.5, and 0.9.

determined by proposed STF/RDM are shown in Figure 7.
The estimated autocovariance of x andy position calculated
by STF/RDM and the existing EKF is, respectively, shown in
Figures 8 and 9. According to Figures 4-9, the analysis is as
follows:

(1) During 0-68 seconds, aircraft moves with constant
velocity at first and then maneuvers with lesser turn
rate. The values of fading factor are close to 1, and the
proposed STF/RDM deteriorates into the existing
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FIGURE 5: RMSE of velocity whenm = 1, p = 0.5, and y = 1.

EKE In this case, besides the RMSEs of position,
velocity, and turn rate, the estimated autocovariance
of x position and that of y position based on proposed
STE/RDM and existing EKF are almost equal.

(2) During 69-100 seconds, aircraft maneuvers with

greater constant turn rate at first and then moves with
constant velocity. Since the turn rate changes sud-
denly, both filters appear divergence. In the diver-
gence period, the estimated autocovariance of x posi-
tion and that of y position of STF/RDM are larger
than the EKF and the RMSEs of existing EKF are
larger than the STF/RDM. The proposed STF/RDM
can timely detect the increase of residual covariance
and through the fading factors adaptively increasing,

RMSE, . (rad/s)

2.5

—_
v

—_

0.5 F
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FIGURE 6: RMSE of turn rate whenm = 1, p = 0.5, and y = 1.

Fading factor

14

12

10

e

b

0 20

40 60 80 100

Time, k

FIGURE 7: Fading factors whenm = 1, p = 0.5, and p = 1.

the RMSEs reduce and the estimated autocovariance
of x and y position increases. Comparing with the
existing EKF, the increasing of estimated autocovari-
ance of STF/RDM can reflect the sudden change of
x and y position in time. The decrease of RMSEs
ensures STF/RDM having better tracking perfor-
mance. After the divergence period, the RMSEs and
the estimated autocovariance of STF/RDM quickly
decrease, while the RMSEs and the estimated autoco-
variance of EKF gradually increase; in other words,
unlike the existing EKF, the STF/RDM can eliminate
the influence of the cumulative estimation error by
increasing the fading factor to avoid further diver-
gence. The above results verify that proposed STF/
RDM have the ability to deal with the problem of
system parametric variation.
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FIGURE 9: The estimated autocovariance of y position when m = 1,
p=05andyu=1.

For a judicial comparison, the same condition is set to ini-
tialize all the filters in each simulation, and 1000 independent
Monte Carlo experiments are carried out.

In situation III, assuming m = 1000, p = 0.5, and p =
1, the RMSEs of position, velocity, and turn rate obtained
by using the proposed STF/RDM and the existing EKF are
shown in Figures 10, 11, and 12, respectively, and the mean of
RMSEs in position, velocity, and turn rate is shown in Table 1.

As shown in Table 1 and Figures 10, 11, and 12, the RMSEs
of existing EKF gradually increasing lead the EKF to diverge
due to randomly selecting the initial state estimation X, from
N(x, Pyp) in each run. Contrarily, the RMSEs of STF/RDM
are convergent. The performance of proposed STF/RDM is
better than existing EKF, whatever in accuracy or conver-
gence rate. It is inferred that the proposed STF/RDM can

1
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FIGURE 10: RMSE of position when m = 1000, p = 0.5, and y = 1.
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F1GURE 11: RMSE of velocity when m = 1000, p = 0.5,and y = 1.

TaBLE 1: Mean of RMSEs when m = 1000, p = 0.5, and p = 1.

RMSE per state EKF STF/RDM
Position, km 1.727 0.144
Velocity, km/s 3.524 0.079
Turn rate, rad/s 0.74 0.06

solve the problem of initial conditions uncertainty to improve
estimation accuracy, in spite of the existing EKF sensitive to
this problem. Correspondingly, when p is equal to any other
value during 0 to 1, similar result can be obtained.
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FIGURE 13: Mean of RMSE in position when m = 1000, 4 = 1, and
p=01,02,...,09.

In situation IV, assuming m = 1000, 4 = 1, and p =
0.1,0.2,...,0.9, the mean of RMSE in position about two
filters is shown in Figure 13. The mean of the proposed STF/
RDM is smaller than the existing EKF, which reflects that
the filtering performance of proposed STF/RDM precedes the
existing EKF when the delay probability p has a large range of
change. In particular, as p increases, both mean of proposed
STF/RDM and that of existing EKF are obviously decreased,
but the STF/RDM has better filtering performance when p is
equal to greater value.
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In situation V, assuming m = 1000, p = 0.5, and y =
1.1,1.2,..., 1.9, the mean of RMSE in position about two
filters is shown in Figure 14. As shown in Figure 14, with the
increase of the noise level y, the mean of RMSE about the
existing EKF is increasing, while it is inspiring to find that
the mean of RMSE about the proposed STF/RDM is almost
stable.

Generally speaking, it can be found that the proposed
STF/RDM has the definite robustness to the different change
of the delay probability and the noise level on the basis of the
simulation analysis from Figures 13 and 14.

6. Conclusion

In this paper, for the tracking problem of one sampling time
randomly delayed measurements in nonlinear system, a new
algorithm of STF/RDM is proposed. The recursive operation
of this algorithm is carried out by first-order linearization
approximation. When the model is inexact, for example,
model simplification, noise characteristics, initial condi-
tions uncertainty, or system parametric variation, based on
extended orthogonality principle, the proposed STF/RDM
can timely detect the change of residual covariance and keep
well ability of tracking by changing the fading factor online.
The simulation experiments are carried out to prove the pro-
posed STF/RDM having good performance. Also the results
show that STF/RDM is better than existing EKF in coping
with the problem of tracking maneuvering target. Analyzing
the outcome of simulation, the conclusion is that proposed
STF/RDM has more high accuracy and robustness than exist-
ing EKF for the problem of model mismatch when tracking
maneuvering target, besides advantages of existing EKE Since
the proposed STF/RDM is general filtering method, it can
be applied to some relevant research areas such as fault
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diagnosis, signal processing, and state estimation of dynamic
system.

Appendix

Equation (31) is the criterion of the existing EKE, the deriva-
tion of which is presented as follows.

First, considering that v;,, is uncorrelated with Yy, it is
clear that

P (Vw1 1 Yi) = N (Ve 150, Rey) - (A1)

According to the Gaussian distributions p(x;,; | Y;) and
PV | Yy), the one-step posterior predictive PDF of the
augmented state x;,; conditioned by Y} is also Gaussian; that
is,

p (% 1Y) = N<xZ+1;£“I;+1|k’PI?+1|k)’ k>0, (A2)

where, in the MMSE sense, the augmented state prediction
Xj .1 and the covariance P, |, respectively, express the first
two moments of p(xy,; | Yy):

’?ka =E [xZH | Yil,
i . . (A3)
Py =E [xk+1|k (%) | Yk] .

Second, according to the Gaussian distributions p(y,; |
Y,) and p(xz,, | Y;), the joint posterior PDF of x¢,; and y;,,
conditioned by Y is also Gaussian; that is,

P (%15 Ve | Vi)

a ~a a ﬂy
N (xkﬂ) (xk+1|k) Pk P (A.4)
= 5 . 5 " T )
Yie+1 Yi+1 (Py ) pY

k+1]k k+1|k

From the computation rule of the Gaussian distribution in
[15], rearranging (A.4) yields

p(x12+1’yk+1 | Yk)
1

-1 T\ 1/2
ay Yy ay
Pl?+1|k _Pk+1|k (Pk+1|k) (Pk+1|k) ')

T
ex 1 5EZ+1|I<
P 2 yk+1

(@ny"

(A.5)
a -1
< P PIlek) (0 0 >
ay \T' pyy N vy 7!
(Pk+1|k) Pk+1|k 0 (Pk+1|k)
Kol
( - ) P (ker 1Y)
Yk+1
According to the Bayesian rule, we get
x4 | Y,
p(xi, | Vi) = P (S Ve 1 Ye) (A.6)

P (yk+1 I Yk)
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Further, p(x{,, | Yj,,) can be updated to be Gaussian in (A.7)
by substituting (A.5) into (A.6):

P(XZH | Yk+1) = N(xZ+1;£Z+1|k+1’PZ+1|k+1)' (A7)

We can conclude that according to the criteria of MMSE

showed in (31) the Gaussian approximation of p(xg,, |

Y,1) has the filtering estimation Xy, ;,, and the covariance

5,? 1k at time k + 1 of the augmented state as the unified
orm:

=a _ =a a  ~
Xertke1 = Xkrrpe T Ko Yoo

a _ pa a yy a \T
Pk+1|k+1 - Pk+1|k - Kk+1Pk+1|k (Kk+1) >

(A.8)

KV

K¥ 1
a _ k+t1| _ pay yy )*
Kk+1 - [ ] - Pk+1|k (Pk+1|k
k+1

Plfilllk -1

— P}’}V )

pY ( k+1k >
k+1]k

where K}, express the gain matrix of the estimated state of
augmentation and Xy, ;1> Pf o Ves1jeo P,ffllk, and P;i'llk have
been obtained by (8), (15), and (17)-(19).
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