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We present a method to generate the elemental image array (EIA) in integral imaging in this paper. The
discrete viewpoint image array is captured from a discrete viewpoint pickup platform and is treated by a
window interception algorithm to obtain the subimage array (SIA). The EIA can be obtained from the SIA
according to the transformation relationship between the EIA and SIA. We employ the EIA to display in
the integral imaging system, indicating that the proposedmethod can truly represent the structure of the
objects. © 2015 Optical Society of America
OCIS codes: (100.6890) Three-dimensional image processing; (110.6880) Three-dimensional image

acquisition; (110.3010) Image reconstruction techniques.
http://dx.doi.org/10.1364/AO.54.000876

1. Introduction

As one of the promising methods in the area of three-
dimensional (3D) sensing and display, integral imag-
ing [1–5] offers a passive and relatively inexpensive
way to capture 3D information and to visualize it op-
tically or computationally. It has attracted much
attention due to its various advantages, such as
quasi-continuous, full parallax, full-color viewing an-
gle, etc. [6–8]. As shown in Fig. 1, an integral imaging
system mainly includes two parts: pickup and dis-
play [9–11]. In the pickup part shown in Fig. 1(a),
rays of a 3D object, which passes through a lenslet
array, are optically recorded as an elemental image
array (EIA) on a recording medium, such as a

charge-coupled device (CCD). And each elemental
image (EI) in the array contains information of the
object observed from a different position. In the
display part shown in Fig. 1(b), the EIA is displayed
on a high-resolution display, such as a liquid-crystal
display. The rays emitted from the EIA are
modulated by the lenslet array and propagated to
reconstruct a 3D image in 3D space.

There are two kinds of methods to create content
for integral imaging: computer graphics and live ac-
tion. Computer graphics [12–14] deals with building
computer models or representations and then dis-
playing them by some method or theory to produce
a high-quality image. This method can be used to
generate an EIA of virtual things by using some com-
puter graphical software packages, such as 3D studio
max. However, live action [15–21] is preferable be-
cause it does not need the time-consuming modeling
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process. As the most direct and simplest way of live
action, the lenslet-based pickup scheme [15,16]
makes it possible to capture real objects directly us-
ing a lenslet array and a single recording medium.
Based on this pickup scheme, Javidi et al. have pro-
posed various approaches [6,7,10,11,17–20] to im-
prove the quality of the reconstructed 3D image,
but a trade-off relationship exists between the dis-
play resolution and the number of EIs for a given sen-
sor device. Using a camera array [21] can solve the
problem effectively, and each camera in the array
records an EI of the object from a different location.
However, the size of the camera array increases
along with the increase of the display resolution,
resulting in higher costs and more workload.

As we all know, a subimage array (SIA) is com-
posed of a series of viewpoint images, and we can
transform a SIA into a corresponding EIA [22]. Based
on the above analyses, in this paper, we present a
method to generate an EIA in integral imaging using
a discrete viewpoint pickup and a window intercep-
tion algorithm. And the major steps are as follows:
we first capture the discrete viewpoint image array
of an object, then obtain the SIA using the window
interception algorithm, and finally transform the
SIA into the corresponding EIA. The advantages of
the proposed method are as follows:

(1) For a captured discrete viewpoint image array,
the proposed method is flexible for display platforms
with different lenslet arrays. To display a 3D image
correctly, the number of the EIs in an EIA should be
equal to that of the lenslets in a lenslet array used for
display. In the proposed method, the number of the
EIs is determined by the size of the interception
window. For a given discrete viewpoint image array,
we can easily obtain the EIAs for different lenslet
arrays by employing windows of different sizes. Thus
we can reduce unnecessary workforce of repeated
collection and make full use of the captured discrete
viewpoint image array.

(2) In the lenslet-based pickup scheme, we have to
place a lenslet array close to the object owing to
the low resolution of the lenslet array, so the size
of the object is limited and must be less than that
of the lenslet array. Nevertheless, we can generate
the EIA of large-scale objects using the proposed
method, because we can adopt a high-resolution cam-
era lens and increase the distance between camera
and object.

(3) Compared with the traditional camera array
pickup method, the proposed method can signifi-
cantly decrease costs and workload. That is because
the image captured by every camera of the camera
array is an EI, while the captured discrete viewpoint
image in the proposed method is corresponding to a
subimage (SI). If we need an EIA with a display res-
olution of 1024 × 768 pixels, and every EI includes
20 × 20 pixels, then we have to equip 1024 × 768 cam-
eras when we employ the traditional camera array
pickup method. Obviously, such a large-scale camera
array is not only expensive but also difficult to be
adjusted. However, we only need one camera and
capture the object in 20 × 20 different positions if
the proposed method is employed.

The structure of this paper is as follows: the
discrete viewpoint pickup system is described in
Section 2. Theoretical principle of the proposed
method is discussed in Section 3. Section 4 covers the
process of generating the EIA by the proposed
method. All the experimental results are presented
in Section 5, and conclusions are drawn in Section 6.

2. Discrete Viewpoint Pickup System

Figure 2 illustrates the pickup platform of the dis-
crete viewpoint image array. And it mainly consists
of real objects, a camera, a scale plate, and a photog-
raphy track with a remote control. The scale plate
and the two tripods are used to adjust the height of
the photography track. When we operate the match-
ing remote control, the camera can move from the
right side to the left side at a uniform speed on the
photography track. Meanwhile, the camera captures
the discrete viewpoint images at regular intervals,
and then we obtain one set of discrete viewpoint im-
ages. Afterward, we adjust the height of photography
track and capture another set of discrete viewpoint
images. Continue this process until all the needed
discrete viewpoint images are captured. It is worth

Fig. 1. Integral imaging system: (a) pickup part and (b) display
part.
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Fig. 2. Discrete viewpoint pickup.
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noting that all the heights of the photography track
are equally spaced. Finally, all the captured images
are arranged to compose the discrete viewpoint im-
age array.

To overcome the pseudoscopic problem, we have to
rotate each EI 180 deg centro-symmetrically [16] in
the lenslet-based pickup scheme. According to the re-
lationship between the EIA and SIA [22], we can see
that changes of the positions of the pixels in the EI
are the same as changes of the positions of the SIs in
the SIA. Therefore, we arrange the captured discrete
viewpoint images according to the order of the SIs in
the changed SIA, and then the orthoscopic (depth-
corrected) virtual 3D image of the object can be
formed behind the lenslet array during the display.

3. Theoretical Principle

Parameters related to the proposed method are from
the following three parts: the lenslet-based pickup
scheme, the discrete viewpoint pickup system, and
the interception window. To describe their interrela-
tion, we assume that parameters of the former two
parts are known, and then we will calculate the
parameters of the interception window according
to the relationship between the proposed method
and the lenslet-based pickup scheme. In this section,
we only take one dimension into account for simplic-
ity. The schematic diagrams of the lenslet-based
pickup scheme and the proposed method are illus-
trated in Fig. 3, in which we use a dot to represent
an imaging pixel.

As shown in Figs. 3(a) and 3(b), the three lenslets of
the lenslet array correspond to the three EIs, respec-
tively, and the pixel in the same location on each EI is
corresponding to a parallel beam with a certain
incident angle. Specifically speaking, there are three
parallel beams which are parallel to each other in
Fig. 3(a), the rays emitted from points Ai�i � 1; 2; 3�
denote the central axes of the parallel beams, and
we use Ai�i � 1; 2; 3� to describe the area between
ai and ai�1�i � 1; 2; 3�. Then, as shown in Fig. 3(a),
A1, A2, and A3 are imaged in the three blue dots of
the three EIs, respectively, and the three blue dots
are all in the far right of the three EIs, respectively.
Similarly, the areas B1, B2, and B3 are imaged in
the red dots shown in Fig. 3(b). The imaging pixels
of Ai and Bi�i � 1; 2; 3� in the ith EI are adjacent.
According to the relationship between the EIA and
SIA [22], the pixels at the same location in the EIs
are collected to form the corresponding SI. Therefore,
the imaging pixels ofAi�i � 1; 2; 3� form the SI in blue
dots and the imaging pixels of Bi�i � 1; 2; 3� form the
SI in red dots, as shown in Fig. 3(b).

We employ the proposed method to capture the
same object and then generate the two SIs in
Figs. 3(a) and 3(b). Figure 3(c) shows the schematic
diagram of the proposed method while the camera is
capturing the first discrete viewpoint image, and
Fig. 3(d) illustrates the case while the camera is cap-
turing the second discrete viewpoint image. As shown
in Fig. 3(c), the area between ai and ai�1�i � 1;

Fig. 3. Schematic diagrams of (a) lenslet-based pickup scheme for
one pixel, (b) lenslet-based pickup scheme for the adjacent pixel,
(c) the proposed method while the camera is capturing the first
discrete viewpoint image, and (d) the proposed method while
the camera is capturing the second discrete viewpoint image.
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2; or 3� of the object is exactly imaged as one pixel in
the CCD, so the SI (the blue dots) which corresponds
to the areas Ai�i � 1; 2; 3� shown in Fig. 3(a) is re-
corded in the first discrete viewpoint image.
Similarly, as shown in Fig. 3(d), the area between
bi and bi�1�i � 1; 2; or3� of the object is exactly im-
aged as one pixel in the CCD, so the SI (the red dots)
which corresponds to the areas Bi�i � 1; 2; 3� in
Fig. 3(b) is recorded in the second discrete viewpoint
image. When we use a camera to capture the object
from different locations, the obtained discrete view-
point images include not only the two SIs (the blue
dots and the red dots) but also other pixels (the
yellow dots), as shown in Figs. 3(c) and 3(d). After-
ward, we use a window to intercept every discrete
viewpoint image and generate the two SIs. The EIA
can be generated according to the relationship be-
tween the EIA and SIA [22].

The SIs in Figs. 3(a) and 3(b) are based on the or-
thographic projection while the discrete viewpoint
images in Figs. 3(c) and 3(d) have perspective projec-
tion geometry. The two projections are different, but
perspective projection can be approximated into or-
thographic projection when the focal length of the
perspective projection is great and the object is far
away from the projection center [23]. Therefore, we
should ensure that the distance between the camera
and the object is much larger than the object size,
and then the SI generated by the proposed method
can be used as the SI generated by the lenslet-based
pickup scheme.

Next, we calculate the following parameters of the
interception window: size and positions in all dis-
crete viewpoint images. As mentioned in Section 2,
all the capture positions are equidistant in horizon-
tal direction, so the positions of the windows are also
equidistant horizontally. Then, to get the positions of
the windows in all the discrete viewpoint images, we
only need to calculate the position of the window in
the first discrete viewpoint image and the relative
displacement of two horizontally adjacent windows.
The detailed calculation process is as follows.

A. Size

As shown in Fig. 3(c), the camera’s imaging distance
is G, the distance between the camera focus and the
object is D, and the width of the window can be cal-
culated by the following equation:

Wwindow � T1 ×G∕D; (1)

where Wwindow is the width of the window, T1 is the
distance between a1 and a4. From Fig. 3(a), we can
see that T1 is just the width of the lenslet array,
and then Eq. (1) can be written as

Wwindow � Wlenslet ×G∕D; (2)

where Wlenslet is the width of the lenslet array,
namely, 3 times of the width of one lenslet, as shown
in Fig. 3(a).

To ensure that the area between ai and ai�1�i �
1; 2; or 3� of the object is exactly imaged as one pixel
in the CCD, the camera’s position must satisfy the
following relations:

G
D

� Wpix

φ
; (3)

where Wpix denotes the width of one pixel in CCD, φ
is the width of the lenslet shown in Fig. 3(a).

B. Position of the Window in the First Discrete Viewpoint
Image

In Fig. 3(c), the position of the shown camera is
defined as the initial position of the movement of
the camera in the horizontal direction, and the cap-
tured image is defined as the first discrete viewpoint
image, then we can acquire the SI corresponding to
the areas Ai�i � 1; 2; 3� by intercepting the first dis-
crete viewpoint image with the window. As shown in
Fig. 3(c), we describe the distance between the left
edge of the window and the center of the image as
the horizontal position of the window in the first dis-
crete viewpoint image. Then, from Figs. 3(a) and 3(c),
we can get the following equation:

Ph � ��T2 − L1� � L2� ×
G
D
; (4)

where Ph is the horizontal position of the window
in the first discrete viewpoint image; as shown in
Fig. 3(a), T2 is the distance between a4 and the right
edge of the lenslet array, L1 is the distance between
the right edge of the object and the right edge of the
lenslet array, and then (T2 − L1) is just the distance
between a4 and the right edge of the object; and L2 is
the distance between the right edge of the object and
the center of the camera in Fig. 3(c). In addition,
(L2 − L1) denotes the distance between the right edge
of the lenslet array and the center of the camera
which is capturing the first discrete viewpoint image.

As shown in Fig. 3(a), T2 can be expressed as
follows:

T2 �
�
φ

2
−

1
2
×
φ

k

�
×
d
g
; (5)

where d is the distance between the lenslet array and
the object shown in Fig. 3(a), g is the imaging
distance of the lenslet array, and k represents the
number of pixels each lenslet covers in one dimen-
sion, namely, the number of pixels each EI covers
in one dimension.

To ensure that the area between ai and ai�1�i �
1; 2; or 3� of the object is exactly imaged as one pixel
in the CCD, the ray emitted from a4 must be imaged
in the middle of two pixels, then we can conclude that
Ph must be an exact multiple of Wpix, and that is:

Ph � N1 ×Wpix; (6)

where N1 is an integer.
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With Eqs. (4) and (6), we can see that the relative
position of the lenslet array and the camera should
satisfy the following requirement when the camera
is capturing the first discrete viewpoint image:

L2 − L1 � D
G
×N1 ×Wpix − T2: (7)

C. Relative Displacement

Since the imaging pixels of areas Ai and Bi in the ith
(i � 1; 2; 3) EI are adjacent in Fig. 3(b), the images
captured by the camera in Figs. 3(c) and 3(d) are
adjacent discrete viewpoint images. As shown in
Fig. 3(d), the positions of the window in the two dis-
crete viewpoint images are different.

Given the above analysis, we describe the relative
displacement of the windows in two horizontally
adjacent discrete viewpoint images with Mh. Then,
as shown in Fig. 3(d), Mh can be written as

Mh � L3 − L4

� Ph � T3

� �L2 − L1 � T2� ×
G
D
� T4 ×

G
D

� �L2 � T4 − L1 � T2� ×
G
D
; (8)

where L3 denotes the distance between the left edge
of the discrete viewpoint image and the left edge of
the inner window, as shown in Fig. 3(c), and L4 is de-
fined in a similar way, as shown in Fig. 3(d), T3 is the
distance between the left edge of the window and the
center of the image in the second discrete viewpoint
image, and T4 represents the distance of b4 from the
center of the camera shown in Fig. 3(d).

Then, we can get the following equation from
Fig. 3(d):

L2 � T4 � Sh − T5; (9)

where Sh is the distance between centers of the two
cameras, T5 is the distance of b4 from the right edge
of the object. Substituting Eq. (9) into Eq. (8), we get
the following expression:

Mh � �Sh � T2 − �L1 � T5�� ×
G
D
: (10)

As shown in Fig. 3(b), (L1 � T5) is the distance be-
tween b4 and the right edge of the lenslet array.
By a similar way to the calculation of T2, we obtain
equation as follows:

L1 � T5 �
�
φ

2
−

3
2
×
φ

k

�
×
d
g
: (11)

Then, substituting Eqs. (5) and (11) into Eq. (10), we
get the final expression for Mh:

Mh �
�
Sh �

φ

k
×
d
g

�
×
G
D

� Sh ×
G
D
� φ

k
×
d
g
×
G
D
: (12)

For convenience, we define the expression of delta as
follows:

delta � G
D
×
φ

k
×
d
g
: (13)

For the proposed method, the imaging distance G,
the pickup distance D and the width of each pixel
φ∕k in the CCD are all known. Then we can conclude,
from Eq. (13), that delta is directly proportional to
the pickup distance of the lenslet array d when
the imaging distance of the lenslet g is given a fixed
value, so we call the intermediate variable delta the
depth impact factor.

To ensure that the area between bi and bi�1�i �
1; 2; or 3� of the object is exactly imaged as one pixel
in the CCD, Mh must be an exact multiple of Wpix,
and that is:

Mh � N2 ×Wpix; (14)

where N2 is an integer.
With Eqs. (12) and (14), we can know that the in-

terval between positions of the camera, Sh, should
satisfy the following requirement:

Sh � �N2 ×Wpix − delta� ×D
G
: (15)

Equations (2), (4), (12), and (13) show the param-
eters’ relationship among the following three: the in-
terception window, the lenslet-based pickup scheme,
and the discrete viewpoint pickup system. For a
given EIA, which is captured in a lenslet-based
pickup system, we can generate the same EIA using
the proposed method by following the steps below.
First, build the platform for discrete viewpoint
pickup in light of the constraint Eqs. (3), (7), and
(15), and collect the discrete viewpoint images; sec-
ond, calculate the parameters of the interception
window according to Eqs. (2), (4), and (12); and fi-
nally, intercept every discrete viewpoint image with
the interception window, and generate the corre-
sponding EIA. Obviously, the process is reversible.
For a given platform for discrete viewpoint pickup,
if the parameters of the interception window have
been designed in light of the constraint Eqs. (3),
(6), and (14), then we can build the corresponding
lenslet-based pickup system according to Eqs. (2),
(4), and (12). It is worth noting that the constraint
Eqs. (3), (6), and (14) can be met as long as the
parameters of the interception window are set at
the integral multiple of the pixel size. All the above
is the theoretical basis for the proposed method in
this paper. In the next part, we focus on the process
of generating the EIA with the proposed method.

880 APPLIED OPTICS / Vol. 54, No. 4 / 1 February 2015



4. EIA Generation with the Proposed Method

The process of generating the EIA by the proposed
method is as follows. First, we capture the discrete
viewpoint image array and recode the parameters
of the pickup system. Then, we design the parame-
ters of the interception window. At last, the SIA
and the EIA can be generated. The process of the dis-
crete viewpoint pickup is introduced in Section 2.
Next, we will briefly describe the design of the
parameters of the interception window and the proc-
ess of generating the EIA.

From Fig. 3(d), we can see that the three parame-
ters of the interception window should meet the
following two requirements:

First, when we use the window to intercept the
first discrete viewpoint image, the edges of the
window should be within the image, the expressions
are as follows:

−

WCCD

2
< Ph <

WCCD

2
; (16)

0 < Wwindow < WCCD∕2 − Ph; (17)

where WCCD is the width of the CCD used in the
camera.

Second, the left edge of the window in each discrete
viewpoint image should be to the right of the left edge
of the image, that is:

�k − 1� ×Mh ≤ WCCD∕2� Ph: (18)

Next, we will introduce the calculating process.

(1) Position of the window in the first discrete
viewpoint image

We expand the one-dimensional case in Fig. 3(d) to
the two-dimensional space. As shown in Fig. 2, when
the photography track is at the minimum height
and the camera is at the right-most of the photogra-
phy track, the captured image is defined as the first
discrete viewpoint image. In addition, we define the
distance between the top edge of the window and the
center of the image as the vertical position of the win-
dow in the first discrete viewpoint image. Then we
can get its value span as follows in a similar way
to Eq. (16):

−

HCCD

2
< Pv <

HCCD

2
; (19)

where Pv is the vertical position of the window in the
first discrete viewpoint image, and HCCD is the
height of the CCD used in the camera.

(2) Relative displacement
When the position of the window in the first

discrete viewpoint image is fixed, the value span of
delta can be calculated from Eqs. (12), (13), and (18):

0 ≤ delta ≤
WCCD∕2� Ph

k − 1
− Sh ×

G
D
: (20)

In a similar way to Eq. (12), we can get the follow-
ing expression:

Mv � Sv ×G∕D� delta; (21)

where Mv is the relative displacement of the window
between every two vertically adjacent discrete
viewpoint images. Sv is the distance between the
vertically adjacent capture positions of the camera.

(3) Size
In a similar way to Eq. (17), the value span of the

height of the window can be expressed as

0 < Hwindow < HCCD∕2 − Pv; (22)

where Hwindow is the height of the window.

Asmentioned in Section 1, the number of the EIs is
determined by the size of the interception window,
and we can obtain the EIAs for different lenslet ar-
rays by employing windows of different sizes. The im-
plementation steps are as follows: we first suppose
that the lenslet array used for display includes C ×
R lenslets and each lenslet is quadrate, then we de-
sign the size of the window according to Eqs. (17) and
(22), and let the ratio of width and height of the win-
dow be C∕R, at last, we make the intercepted images’
size beC × R pixels by magnifying or shrinking them.
Then the EIA can be generated according to the
relationship between the EIA and SIA [22].

5. Experimental Results

For the pickup platform shown in Fig. 2, two toy
trucks with the same size of 105 mm�length� ×
50 mm�width� × 60 mm�height� are used as the 3D
objects, and the white truck, which is closer to the
camera, blocks the red one. The camera model is
Canon 7D, and the CCD size is 22.3 mm�width�×
14.9 mm�height�. The pickup distance is set to be
600 mm, and the imaging distance is 17 mm. We cap-
ture the objects from 24 × 24 different positions, and
distances between the adjacent capture positions of
the camera are 12.5 mm (horizontal) and 6.7 mm
(vertical), respectively. The resolution of the captured
discrete viewpoint image is 2592 (horizontal) by 1728
(vertical) pixels. Figure 4 shows the captured dis-
crete viewpoint image array, from which nine images
are magnified and shown in Fig. 5; the nine magni-
fied images are from rows 1, 12, and 24, columns 1,
12, and 24 of the array, respectively. Obviously, the
discrete viewpoint image array presents the chang-
ing process of the red truck from visible to invisible,

Fig. 4. Discrete viewpoint image array.
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which is caused by the various positions of the
camera.

Then, we process the discrete viewpoint image
array using the designed window. For example, as
shown in Fig. 6, the white frames denote the win-
dows, with which we intercept the nine discrete view-
point images shown in Fig. 5.

In the experiment, we introduce the “pixel” for the
unit of the parameters of the interception window.
And according to Eqs. (6), (16), and (19), the window
in the first discrete viewpoint image is positioned as:
Ph � 0 pixel and Pv � 0 pixel. Then the value scope
for delta ranges from 0 pixel to 15 pixels, which can
be calculated from Eq. (20).

We first choose delta � 3 pixels at random within
the value span of delta mentioned above. Then from
Eqs. (12), (14), and (21), the relative displacements of
the window are 44 pixels (horizontal) and 25 pixels
(vertical), respectively. From Eq. (17), the value scope
for the width of the window ranges from 0 pixel to
1296 pixels, and the value scope for the height of
the window ranges from 0 pixel to 864 pixels, which
can be calculated from Eq. (22). For the display plat-
form shown in Fig. 7, the lenslet array has 50 × 33
lenslets with the focal length of 5 mm, each lenslet
element is square shaped and has a uniform base
size of 1.08 mm × 1.08 mm. In addition, the resolu-
tion of the projector is 1280 (horizontal) by 800 (ver-
tical) pixels. Then according to Eqs. (2) and (3), we set
the size of the window to be 850 (horizontal) pixels
and 561 (vertical) pixels, respectively, and then use
it to intercept the discrete viewpoint images one
by one. Afterward, we shrink every intercepted im-
age by averaging all the pixels within every 17 ×
17 pixels scope, and using the average as the corre-
sponding pixel of the generated SI. The generated
SIA when delta � 3 pixels is shown in Fig. 8, and

the corresponding EIA is illustrated in Fig. 9. As
we can see from Fig. 8, the SIA with 24 × 24 SIs
has continuous parallaxes both horizontally and ver-
tically. The EIA in Fig. 9 includes 50 × 33 EIs, and
each EI includes 24 × 24 pixels.

Now, parameters of the window and the discrete
viewpoint pickup system are all know. Then we
can calculate the parameters of the corresponding
lenslet-based pickup system according to their
correlation. The size of the lenslet array is
258.1 mm�width� × 170.3 mm�height� and the size
of each lenslet is 5.16 mm × 5.16 mm, according to
Eqs. (2) and (3). And from Eq. (13), the ratio of d
and g is 4.24. Since the lenslet array plane is
perpendicular to the optical axis of the camera, the
horizontal and vertical distances between the bottom
right corner of the lenslet array and the center of the
camera shown in Fig. 3(c) are both −10.5 mm, which
can be calculated from Eq. (4).

To verity the feasibility of the proposed method,
the obtained EIA is displayed on the display platform
shown in Fig. 7. As shown in Fig. 10, the two toy
trucks can be observed from different viewing posi-
tions with the same height. Obviously, we can watch

Fig. 5. Magnified discrete viewpoint images.

Fig. 6. Schematic diagram of the interception.

Projector
Camera

Lenslet array

Fig. 7. Display platform of the integral imaging.

Fig. 8. SIA when delta � 3 pixels.

Fig. 9. EIA when delta � 3 pixels.
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the larger part of the red truck’s head from the right
side, and we can only watch the edge from the
left side.

Due to the limitation of the display device we used,
the resolution of images in Fig. 10 is low. However,
with the development of a higher resolution display
device and the improvement of the fabrication tech-
nology for lenslet arrays, high-resolution display will
certainly be realized in integral imaging.

Based on the analysis above, we can conclude that
there are several groups of corresponding relation-
ships between the proposed method and the lens-
let-based pickup scheme. From Eq. (2) we know that
increasing the size of the window is equivalent to
choosing a larger lenslet array in the lenslet-based
pickup scheme. Equation (4) implies that the change
of the window’s position in the first discrete view-
point image is equivalent to the translational move-
ment of the lenslet array in its plane. Equations (12)
and (13) indicate that the change of the relative
displacement of the window is equivalent to the
change of the pickup distance in the lenslet-based
pickup scheme. Therefore, the parameters of the
window can be designed according to the actual
requirements.

For the sake of contrastive analysis, delta � 7
pixels is chosen, and the corresponding research is
carried out. When Ph � 0 pixel, Pv � 0 pixel, and
delta � 7 pixels, the width and height of the window
are 950 pixels (horizontal) and 627 pixels (vertical),
respectively. The generated SIA and EIA are as
shown in Figs. 11 and 12, respectively. And the ob-
served images from different positions of the EIA
are shown in Fig. 13. Compare Figs. 8 and 10 with
Figs. 11 and 13, we can see that the display depth
when delta � 7 pixels is greater than the display
depth when delta � 3 pixels.

As shown in Fig. 14(a), when the thickness of the
object is 0 (in an ideal world), the captured images
based on the perspective projection are the same
as those of the orthographic projection. But in fact,
as shown in Fig. 14(b), it is not possible that the
thickness of one object is 0. For the perspective pro-
jection, the width of the object in the captured image

Fig. 10. Display status when delta � 3 pixels: (a) image observed
from the left side, and (b) image observed from the right side.

Fig. 11. SIA when delta � 7 pixels.

Fig. 12. EIA when delta � 7 pixels.

Fig. 13. Display status when delta � 7 pixels: (a) image observed
from the left side, and (b) image observed from the right side.

Fig. 14. Perspective projection: (a) when the thickness is 0, and
(b) when the thickness is not 0.
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is smaller than that of the orthographic projection, so
there is an approximate error when we approximate
the perspective projection into the orthographic pro-
jection. We define the approximate error as follows:

E � Wo −Wp

Wo
; (23)

where E is the approximate error,Wo andWp are the
widths of the object in the captured images based on
the orthographic projection and perspective projec-
tion, respectively.

Figure 15 shows the relationship of the approxi-
mate error versus the ratio of pickup distance to aver-
age thickness of the object, fromwhichwe can see that
the effect of the approximate error diminishes along
with the increase of the pickup distance for a given
object. And the black square in Fig. 15 represents
the data of our experiment, the pickup distance is
600mm, the average thickness of the object is 30mm,
and the approximate error is 4.762%.

6. Conclusion

This paper presents a method of generating the EIA
in integral imaging, which combines the discrete
viewpoint pickup with the window interception algo-
rithm. The experimental results indicate that the
generated EIA can truly represent the parallax of
the objects. By changing the size of the window, we
can further obtain the EIAs for different display plat-
forms without repeated pickup. Compared with the
lenslet-based pickup scheme, the proposed method
can generate the EIA of a large-scale object. In addi-
tion, it can significantly decrease costs and the work-
load by comparison to the traditional camera array
pickup method. Since we approximate perspective
projection into orthographic projection, there is an
approximate error in the proposed method, but the
approximate error can be decreased with the in-
crease of the pickup distance.

This work is supported by the National High
Technology Development Program (863 Program)
under grant 2012AA011505.
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