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Step and stare imaging with staring arrays has become the main approach to realizing wide area coverage and high

resolution imagery of potential targets. In this paper, a backscanning step and stare imaging system is described.
Compared with traditional step and stare imaging systems, this system features a much higher frame rate by using
a small-sized array. In order to meet the staring requirements, a fast steering mirror is employed to provide back-

scan motion to compensate for the image motion caused by the continuously scanning of the gimbal platform.
According to the working principle, the control system is designed to step/stare the line of sight at a high frame
rate with a high accuracy. Then a proof-of-concept backscanning step and stare imaging system is established with
a CMOS camera. Finally, the modulation transfer function of the imaging system is measured by the slanted-edge
method, and a quantitative analysis is made to evaluate the performance of image motion compensation.
Experimental results confirm that both high frame rate and image quality improvement can be achieved by

adopting this method.
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1. INTRODUCTION

Wide area coverage and high-resolution imagery remains one
of the highest requirements for intelligence, surveillance, and
reconnaissance systems. Current electro-optical and infrared
sensors offer high-resolution imaging at the cost of a small field
of view (FOV), which is the limiting factor on the utility of the
imaging system. High-resolution images of wide areas are most
commonly acquired by scanning a high-resolution camera.
Previous imaging systems, such as second-generation infrared
search and track (IRST) systems, employ line detectors with
time delay and integration capability to improve signal-to-noise
ratio (SNR) at the cost of a long exposure time [1]. However,
limited by line detectors, it is impossible for scanning IRST
systems to stop at any desired position to concentrate on a small
area of interest [2]. Another resolution is step and stare imaging
with small-sized staring arrays, in which wide area coverage
imagery is formed by stitching together separate images [3].
But in traditional step and stare imaging systems, the settling
time required to perform a cyclic start/stop motion with the
massive gimbal is too long, and the step rate is limited to several
frames per second [4,5]. To increase the frame rate of the
imaging system, fast steering mirror (FSM) is employed to
perform the backscan function that cancels the gimbal’s
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continuous scan motion during exposure [6]. In backscanning
step and stare imaging systems, the scanning motion of the
gimbal is rapid, continuous, and smooth, thus reducing
frame-to-frame settling time. Compared with conventional
mass-stabilized and mirror-stabilized systems, the FSM, which
is usually actuated by the piezoelectric ceramic or voice coil
motor, has a higher bandwidth and higher precision at the cost
of a smaller angular range and a smaller size [7-9]. FSMs have
been applied in many optical systems to improve beam control
performance, ranging from free space communication to adap-
tive optical systems and astronomical telescopes [10—12].
Despite the advantages of backscanning, such as high frame
rate and image quality improvement, having been discussed
[13], there still exist questions to be solved, for instance, how
to put the concept into practice and how to verify the concept
with imaging experiments. Since the image quality of the back-
scanning step and stare imaging system is determined by the
performance of the image motion compensation system, an ob-
jective criterion needs to be developed to evaluate the perfor-
mance of the image motion compensation system. Currently,
whether the performance of the image motion compensation
system meets the imaging requirements is usually judged by
human eyes [14], and the result varies from person to person,
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which is not reliable. In this paper, the modulation transfer
function (MTF) is introduced as a quantitative criterion to as-
sess the performance of the image motion compensation system.

Our research objective is to introduce MTF to analyze the
experimental results of the backscanning step and stare imaging
system. In this article, the backscanning step and stare imaging
system is described in Section 2, including system components,
operating principle, and control system design. The slanted-
edge method and modeling of the scanning image motion
in the MTF manner are briefly discussed in Section 3. In
Section 4, a proof-of-concept backscanning imaging system
is established and a series of experiments is conducted to mea-

sure the MTF by using the slanted-edge method.

2. BACKSCANNING STEP AND STARE IMAGING
SYSTEM

A. System Components and Operating Principle
When the aircraft flies across the target area, the airborne im-
aging system sweeps out successive and overlapping images that
are then stitched together to form a gapless image of the target
zone, as illustrated in Fig. 1. The traditional step and stare
imaging system moves the gimbal to a field of view, stops
the gimbal to stare at the target area during exposure, then
moves the gimbal to the starting position and repeats the same
movement to the next field of view [4]. Since the gimbal is
always large and massive, it is difficult to accelerate and position
the gimbal repeatedly with high accuracy. Furthermore, the
settling time required to cyclically stop and restart the whole
gimbal is too long, so the frame rate will not be high.
Figure 2 depicts the basic components of the backscanning
step/stare imaging system that avoid the above problems and
disadvantages in traditional systems. An afocal optical system
is mounted on a gimbal, which rotates at a constant speed
and isolates the imaging system from undesirable aircraft move-
ment. Typically, the gimbal provides two or more axes of
rotation, but only one axis is illustrated in order to simplify
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Fig. 1. Step and stare concept.
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Fig. 2. Physical layout of the backscanning step and stare imaging
system.

the statement of the imaging process. A FSM, which is used
as an image motion compensation (IMC) mirror, reflects the
image area into the staring focal plane array.

As the gimbal continuously rotates at a constant rate, the
field of view across a target image area is swept by the afocal
optics. During integration time, the FSM rotates in the oppo-
site direction to the gimbal motion to keep the line of sight
stationary and stabilized. Once an image is integrated, the
FSM is accelerated in the same direction as the gimbal motion
to return to its starting position so that the next field of view
can be taken in the same way. In order to catch up with the
rotation of the gimbal and hold the LOS of the next image
frame, the speed of the FSM is much higher than that of the
gimbal. When one scan bar (from image 1 to image 8) is ter-
minated, the gimbal directs the sensor LOS to image area 9 and
scans the subsequent scan bar (from image 9 to image 16) in
the opposite direction, the sequence of image acquisition is de-
scribed in Fig. 2. Figure 3 illustrates the timing/position rela-
tionships among the gimbal platform, the backscanning mirror,
and the LOS of the imaging system. The image acquisition of
the detector is controlled by trigger signals originating from the
servo control system, and integration time is several millisec-
onds, which is also shown in Fig. 3.

In the backscanning step and stare imaging system the gim-
bal continuously rotates at a constant speed to step the LOS of
the sensor and the backscan operation of the FSM compensates
for the image motion during exposure to meet the staring
requirements. In this way, only the small FSM is required
to be repeatedly accelerated and positioned, thus reducing
frame-to-frame settling time. Moreover, the control precision
of the FSM is usually several microradians or less, which is
much higher than the gimbal. In a word, this design can not
only highly improve step and stare performance, but also make
full use of the high frame rate of the small-sized array. Figure 4
describes another mechanical design of the backscanning step
and stare imaging system. A gimbaled mirror is placed in the
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Fig. 3. Timing/position relationships among the gimbal, the FSM,
and the LOS, timing diagram of the exposure trigger signal during
imaging.
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Fig. 4. Backscanning step and stare imaging system in which a scan
mirror is used instead of the gimbal.

optical path to scan the target area at a constant rate and the
ESM performs the backscan function to remove the image
motion during the exposure time [7].
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B. Control System Design

The main challenge for the step and stare imaging system is
the design of the control system [6]. The control system must
step/stare the LOS at a high frame rate with a high precision.
The bandwidth of the control system determines the imaging
system’s frame rate, while the control accuracy affects the im-
aging performance. As illustrated in Fig. 5, the primary servo
loops encompass the gimbal rate stabilization loop and the
IMC loop. The gimbal stabilization loop ensures that the gim-
bal rotates in response to the input command with gyro feed-
back. What is more, the other role of the stabilization loop is
to isolate the imaging system from undesirable disturbance.
The input of the IMC loop is the measured gimbal rate error
multiplied by the IMC mirror scale factor, which is expressed as
aM /2. M is the magnification of the optical system and  is the
scale factor adjustment term. The mirror scale factor adjust-
ment term must be calibrated in flight because of undesirable
disturbance introduced by the change of the operating environ-
ment [5]. For instance, temperature variation and bearing fric-
tion may lead to the speed mismatch between the gimbal and
the FSM.

3. MTF AND SLANTED-EDGE METHOD

A. Slanted-Edge Method
The MTF, which describes how spatial frequencies are modified
by imaging systems, is widely used to evaluate the performance
of imaging systems. Many methods have been established and
used to measure MTF, such as the sine target method and knife
edge method [15], but they either need a long measurement
time, or lack measurement precision. The slanted-edge tech-
nique provides a fast MTF measurement method based on only
one image, which is effective and simple [16,17]. Because of
these advantages, the slanted-edge method has been used to
measure MTF on orbit [18,19], and modified methods have
been proposed to improve the measuring accuracy [20,21].
Compared with the knife edge method, the edge is slightly
slanted in order to increase the sampling frequency and avoid
the aliasing effect. A rectangular region of interest (ROI) is se-
lected in the image of the knife edge target. By using the super-
resolution technique, the data in the ROI are projected along
the direction of the edge to generate a 1D edge spread function.
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Fig. 5. Single-axis LOS control system block diagram for a backscanning step and stare imaging system.
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The process is illustrated in Fig. 6. Mathematical methods are
used to fit the edge spread function to subpixel accuracy. The
line spread function (LSF) is obtained by calculating the first
derivative of the supersampled and fitted ESF. MTF is a 1D
Fourier transform of the LSF, which is normalized at zero fre-
quency. The procedure of calculating the MTF from ESF is
shown in Fig. 7.

B. Modeling of MTF Degradation Caused by
Scanning Image motion

For high-resolution imaging systems, the degradation of the
image quality due to image motion is always described by
the MTF [22]. In the backscanning step and stare imaging sys-
tem, scan motion is completely compensated for by the FSM
only if

U]

where M represents the magnification of the optical system,

and @, and w,, are the angular speed of the gimbal and the

ESM, respectively. Speed mismatch between the gimbal and
the FSM leads to MTF degradation, which can be expressed
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MTF pgr = sinc[(wg . j,wm) faf], @

where 7, is the exposure time, f is the focal length of the optical
system, and & represents the spatial frequency. The total MTF
is the MTF of the imaging system multiplied by MTF, jons

MTF &)

MTEF x MTF

total — system motion*

MTFem can be measured by the slanted-edge method
when the gimbal and the FSM are both still, and MTF , can
be measured when the imaging system works in step and stare
mode. By comparing MTF,,, with MTF .., we can make an
quantitative assessment of the step and stare imaging system’s
performance.

4. EXPERIMENTS AND RESULTS

A. Experimental Setup

As illustrated in Fig. 8, an integrating sphere is used to provide
uniform illumination for the bar target, and the light passes
through the collimator before coming into the step and stare
imaging system. The proof-of-concept backscanning step and
stare imaging system is shown in Fig. 9. In the imaging system,
the platform where FSM, the optical system, and the CMOS
sensor are mounted rotates at a constant speed. Both the
platform and the FSM are controlled by a DSP28335, and
the 2 K x 2 K CMOS camera works in external trigger mode.
Once the LOS is stabilized, the camera starts exposure that is
controlled by the image acquisition trigger signal originating
from DSP28335.

Since the image motion compensation is accomplished by
the FSM, the performance of the FSM must be evaluated when
designing the control system. In our experiment, the angular
travel of the mirror is £1°, the bandwidth of the FSM control
system is more than 100 Hz, and the position error is less than
6 prad root-mean-square (RMS). However, the performance of
the image motion compensation is also affected by other factors
in the imaging system, such as the focal length, the pixel size,
and the exposure time. The focal length of the imaging system
is 200 mm, the pixel size of the CMOS sensor is 5.5 pm, and
the exposure time is 5 ms. Considering the performance of
the image motion compensation system, the gimbal platform
rotates at a speed of 8 degree/second, and the frame rate is set

by a sinc function, up to 50 Hz.
Relative magnitude Relative magnitude Normalize magnitude
bright side Foiitier
differentiation transform
dark side
Position Position Spatial frequency

average profile or
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Fig. 7. Calculation of the MTF from ESF.
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B. Results and Analysis
First, the resolution target is used to evaluate the image motion
compensation performance of the FSM, as is shown in Fig. 10.
According to general principles of geometrical optics, the size
of the bar target pattern and the size of the image satisfy the
following relationship [14]:

f Collimator __ WTarget (4)
- >
f Camera Wlmage

where [ coimaror A9 [ Camera Stand for the focal length of the
collimator and camera, respectively, Wty is the width of a
bar, and Wy, is the width of the bar image. For a fixed focal
length of the collimator, the pixel size becomes the limiting
factor when choosing the resolution target. If higher spatial
frequencies are required, a smaller target should be selected. In
our experiment, the focal length of the collimator and the
CMOS camera are 1500 and 200 mm, respectively. Note
that the Nyquist frequency determined by the pixel pitch is

1
= —, 5
fr=3 B
where p represents the pixel pitch of the CCD or CMOS
sensor, and with units of cycles/mm. For our experiment, the
pixel pitch of the CMOS camera is 5.5 pm, and the Nyquist

|

Fig. 9. Proof-of-concept backscanning step and stare imaging
system.

frequency equals 91 cycles/mm. In Fig. 10(b) the spatial fre-
quency of the smallest target we can resolve is 12 cycles/mm,
which is close to the Nyquist frequency, according to Eq. (4).
The results prove that the FSM can effectively compensate for
the image motion caused by scanning.

Figure 11 shows images of an outdoor scene captured by the
imaging system. From Figs. 11(a) and 11(b), it can be seen that
the image quality is greatly improved by using the FSM to re-
move the image motion. In Fig. 11(b), the Chinese characters
on the near building can be resolved, and the chimneys in the
distance can be seen clearly.
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Fig. 10. Images of resolution target (a) without image motion com-
pensation, (b) with image motion compensation by the FSM.

Fig. 11. Images of outdoor scene (a) without image motion com-
pensation, (b) with image motion compensation by the FSM.
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Fig. 12. MTF measured by the slanted-edge method.

However, the methods described above cannot provide a
quantitative analysis, which is always needed to tell the design-
ers how much the performance of the image motion compen-
sation system should be improved in engineering. Since image
motion leads to MTF degradation, we introduce the MTF to
evaluate the performance of the image motion compensation
system. By using the slanted-edge method, MTF ., is mea-
sured when the whole system remains still, which is shown by
the red line in Fig. 12. In Fig. 12, the black line represents the
MTF without image motion compensation, which reflects
the image quality degradation due to image motion. The blue
line is obtained when the FSM is used to cancel image motion,
which is nearly equal to the red line below the Nyquist fre-
quency. Considering that the MTF measured by the slanted-
edge method beyond the Nyquist frequency is not reliable, the
results confirm that the backscan operation of the FSM can
meet the staring requirements during exposure.

5. CONCLUSIONS

In this paper, we have developed a backscanning step and stare
imaging system with a small-sized staring array. In the imaging
system, the FSM provides a backscan operation against the
continuously scanning of the gimbal platform where the afocal
optical assembly and the FSM are mounted. Compared with
the traditional imaging systems, the main advantage of the
imaging system is that the frame rate is much higher without
requiring the massive gimbal to be repeatedly stopped and re-
started. The frame rate of the established proof-of-concept im-
aging system is 50 Hz, which increases the size of the area
scanned in a given time. Since the image motion compensation
of the FSM directly affects the image quality, the MTF is in-
troduced as an objective performance criterion of the image
motion compensation. The quantitative analysis of the MTF
by the slanted-edge method proves that the image motion com-
pensation of the FSM can meet the staring requirements. In
short, the backscanning step and stare imaging system can
be used for wide area surveillance and high frame rate tracking,.
We hope this study will be useful in the design of imaging
systems as well as in the performance evaluation of image
motion compensation.
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