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Wide-window angular spectrum method for optical field propagation through ABCD systems

Yuanyang Lia,b*, Jin Guoa, Lisheng Liua, Tingfeng Wanga and Junfeng Shaoa,b

aState Key Laboratory of Laser Interaction with Matter, Changchun Institute of Optics, Fine Mechanics and Physics, Chinese
Academy of Sciences, Changchun, China; bUniversity of Chinese Academy of Sciences, Beijing, China

(Received 6 March 2014; accepted 8 July 2014)

The wide-window angular spectrum (WWAS) method is proposed to simulate field propagation through paraxial optical
systems, mainly based on the Collins formula and the scaled Fourier transform (SFT). The application of the SFT
algorithm makes the sampling processes in the input space, output space and spatial-frequency domains completely
independent, and as a result, we can choose a larger calculation window size for simulating long-distance propagation
without increasing the calculation burden. The sampling criteria are derived analytically and used in the numerical
simulations to present the correctness and effectiveness of the WWAS algorithm. The advantages of the algorithm are
shown by making a comparison with other angular spectrum methods for the free-space propagation case.

Keywords: field propagation; paraxial optical systems; Collins formula; sampling criteria

1. Introduction

Scalar diffraction theory has been widely used to simu-
late laser beam propagation, and is helpful in designing
optical systems [1–4]. There are many methods to calcu-
late the diffraction integrals, such as numerical integral
method [1], angular spectrum method [5] and impulse
response method [6]. The angular spectrum (AS) method
is mainly based on the theory of Fourier optics [7],
which can simulate field propagation with high accuracy
in near field, but gives very noisy results in far field, and
this severely limits its further applications. Some works
[8–11] have been done to provide methods to extend the
distance in which AS method can simulate field propaga-
tion with high accuracy. Matsushima and Shimobaba [9]
propose a band-limited angular spectrum (BLAS) method
where the bandwidth of the transfer function is limited
to eliminate the frequency components which would
cause aliasing. This method is equivalent to add a low
pass filter to the transfer function. The distance where
the simulation is of high accuracy in the BLAS method
is longer than that in the traditional AS method. Never-
theless, the BLAS method still cannot give a satisfactory
result in far field [10]. On the other hand, for the AS
method, increasing the calculation window size is a gen-
eral method to deal with the long-distance propagation
[8], which will increase the sampling number greatly and
cause a huge calculation burden. Xiao [10] puts forward
a method that provides a larger calculation window size
without increasing the calculation complexity, and this
method gives good results from near field to far field.
However, the method is only suited for free-space

propagation. A general method is needed for simulating
field propagation through paraxial optical systems with
high accuracy.

In this paper, we present a wide-window angular
spectrum (WWAS) method for simulating field propaga-
tion through paraxial optical systems represented by
ABCD matrices. This method is based on the Collins
formula and the scaled Fourier transform (SFT), and can
sample the field in the input space, output space and
spatial-frequency domains independently. And then, sam-
pling criteria are also discussed. Finally, some numerical
simulations are given to verify the correctness and the
usefulness of our method.

2. Theory of WWAS method for ABCD systems

2.1. Scalar diffraction theory of ABCD systems

Collins [12] gives a link between the ray optics and the
scalar diffraction theory to calculate field propagation
through paraxial optical systems, and introduces the ele-
ments of ABCD ray matrices into the diffraction integral
kernel. As a result of this, the diffraction integral is
modified as:

UðxÞ ¼ 1ffiffiffiffiffi
ikB

p
R
Uðx0Þ � K x0; xð Þdx0;

K x0; xð Þ ¼ exp ip
kB Ax20 � 2x0xþ Dx2
� �� �

;
(1)

where U(x0) and U(x) are the input and output fields; λ
denotes the wavelength; and A, B, D are ray matrix
elements. The constant term, exp(iπz/λ), is omitted here
because it has no effects on the distribution of the output
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field. There are only three matrix elements in Equation
(1), and the fourth element C can be determined by
applying one of the properties of the ray matrix: AD-BC
= 1. The element B is located in the denominator in
Equation (1), which would make the integral undefined
when B = 0. The case of B = 0 makes the input and out-
put planes conjugate, thus the field distribution would
not change after propagation. It is not necessary to use
any algorithms to simulate this case at all, so we ignore
the situation of B = 0. Figure 1 presents the field propa-
gation model described by Equation (1). For reasons of
brevity, we concentrate on one-dimensional cases, and
for two-dimensional cases, if there are no non-separable
optical components, the generalization of our algorithm
would be straightforward. However, if there is an optical
component which cannot be represented by two indepen-
dent ABCD matrices in X- and Y-directions at the same
time, the discussions given here would not be sufficient
enough.

Equation (1) can be rearranged into a more easily
manipulated form where the integral kernel is written as

K x0; xð Þ ¼ exp
ip
kB

A� pð Þx20 þ p x0 � x

p

� �2

þ D� 1

p

� �
x2

" #( )
:

ð2Þ
We introduce a new parameter p in Equation (2).
Substituting Equation (2) into Equation (1) and changing
variable x to px, we can get

U pxð Þ ¼ 1ffiffiffiffiffiffiffi
ikB

p exp
ipp2

kB
D� 1

p

� �
x2

	 

�
Z

U x0ð Þ exp ip
kB

A� pð Þx20
	 


exp
ipp
kB

x0 � xð Þ2
	 


dx0:

ð3Þ

Equation (3) is equivalent to Equation (1) except for the
variable substitution, which can be explained as a coordi-
nate scaling process. Now, it can be noticed that the new
parameter p we introduced here has a physical meaning
as a magnifying power which scales the output coordi-
nate. In the mathematical sense, the parameter p can be
chosen arbitrarily, but we will show it later that this
parameter is still limited by the sampling criteria given
in Section 3. Convolution theorem can be used due to
the convolution form of Equation (3):

U pxð Þ ¼ exp
ipp2

kB
D� 1

p

� �
x2

	 

F�1 A0 uð Þ � H uð Þf g xð Þ;

(4)

where,

A0 uð Þ ¼ F U xð Þ exp ip
kB

A� pð Þx2
	 
� �

uð Þ; (5)

H uð Þ ¼ F
1ffiffiffiffiffiffiffi
ikB

p exp
ipp
kB

x2
� �� �

uð Þ

¼
ffiffiffiffi
1

ip

s
exp �ipk

B

p
u2

� �
: (6)

F and F1 are Fourier transform and its inverse, respec-
tively. The procedure of traditional AS method can be
used to calculate Equation (4): Firstly, A0(x) is computed
using the fast Fourier transform algorithm (FFT). Sec-
ondly, A0(x) is multiplied by H(u). Finally, the output
field U(x) is obtained after an inverse Fourier transform
of A0(x) ×H(u). It is worth noting in Equation (5) that
A0(x) is the angular spectrum of the product of the input
field and a chirp function, instead of the input field only
in traditional AS method.

Based on the traditional AS method, the transfer
function of free-space propagation can be written as [9]

H0 uð Þ ¼ exp �ipkBu2
� �

: (7)

Equations (7) and (6) basically have the same form,
which means that Equation (4) can be explained as a
kind of free-space propagation whose model is shown in
Figure 2. In Figure 2, the input field is modulated by an
ideal lens whose focal length f is B/(A − p) after passing
through the input aperture. Then, the field propagates a
distance of B/p in the free space. Finally, the output
coordinate is scaled by the magnifying power p to get
the final output field. Therefore, we change the field
propagation through paraxial optical systems to a free-
space propagation case, because of the equivalence
between the models in Figures 1 and 2, which makes
that some important conclusions in the free-space propa-
gation case can be used in this study.

x x

zParaxial ABCD system
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Input
aperture Observation

window

Figure 1. Model of the field propagation through optical sys-
tems.
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2.2. SFT with different sampling numbers in two
domains

For the traditional Fourier transform, the sampling inter-
val in the frequency domain equals to the reciprocal of
the product of the sampling interval and sampling num-
ber in the input domain, while the sampling number in
the frequency domain is the same as that in the input
domain. This may bring difficulties in some situations.
For example, if the sampling interval in the input domain
is very small, it would become large in the frequency
domain, and the large sampling interval in the frequency
domain could induce the aliasing error [9]. The SFT [11]
described in this section could be taken with different
sampling intervals and sampling numbers in both
domains, which relaxes the sampling condition for the
traditional Fourier transform. We only discuss one-
dimensional cases in this paper, and extension to
two-dimensional cases is straightforward.

The input function is denoted as f(x) here, and its
SFT is given by

Fa
m ¼

XN=2

n¼�N=2

fn exp i2p
anm
N


 �
; (8)

where m and n run from −M/2 to M/2 − 1 and −N/2 to
N/2 − 1, respectively. The symbol fn denotes the sampled
version of f(x). The sampling numbers M and N could
have different values. If the sampling interval of the
input domain is denoted as δ and the sampling interval
of the frequency domain is δM, the scale coefficient α
equals to δM× (Nδ). This means that the sampling inter-
val δM in the frequency domain in this algorithm is α
times larger (or smaller if α < 1) than the one in a tradi-
tion discrete Fourier transform algorithm. The scale coef-
ficient α must be located in the range of [−N/M, N/M],
otherwise aliasing error corrupts the result. If the scale
coefficient α has a negative value, Equation (8) indicates

an inverse Fourier transform. After some rearrangements
of Equation (8), we have

Fa
m ¼ exp ip

am2

N

� � XN=2

n¼�N=2

fn exp ip
an2

N

� �
exp �ip

n� mð Þ2
N

 !
:

(9)

Equation (9) has a convolution form, which means that
we can apply the convolution theorem to it as:

Fa
m ¼ exp ip

am2

N

� �
FFT�1 FFT gf g � FFT hf gf g; (10)

where,

gn ¼ fn exp ip
an2

N

� �
; hn ¼ exp �ip

n2

N

� �
: (11)

FFT and FFT−1 are the fast Fourier transform algorithm
and its inverse, respectively. The SFT can be obtained
using two FFTs and an inverse FFT based on Equation
(10). Note that FFT can calculate the circular convolu-
tion, but it cannot give directly the linear convolution. In
order to use the circular convolution to calculate the lin-
ear one, we need to extend the vectors g and h as [9,13]

g ¼ f0; 0; . . .; 0|fflfflfflfflfflffl{zfflfflfflfflfflffl}
M=2

; g�N=2; g�N=2þ1; . . .; gN=2�1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
N

; 0; 0; . . .; 0|fflfflfflfflfflffl{zfflfflfflfflfflffl}
M=2

g;

h ¼ fh�ðN þMÞ=2; h ðNþMÞ=2þ1; . . .; hðNþMÞ=2�1g|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
NþM

:

(12)

The vectors are extended to (N +M) elements in
Equation (12), and the linear convolution is the central
M elements of the consequential vector obtained by
Equation (10). The WWAS method for paraxial optical
systems will be discussed below using this SFT
algorithm.

2.3. WWAS method for ABCD systems

The WWAS method is based on Equation (4) and the
SFT algorithm. The SFT algorithm separates the sam-
pling processes in the input space, spatial-frequency and
output space domains. The flow chart of the WWAS
method for ABCD systems is shown in Figure 3. Four
steps, which are used to calculate field propagation
through optical systems with the WWAS method, are
discussed as follows:

(1) The basic parameters are decided primarily. In
the input domain, the input field U1(x) is sam-
pled within the input aperture which equals to

x0 x

z

C
al

cu
la

tio
n 

w
in

do
w

Input
aperture

Observation
window

Distance B/p

L1

x

Coordinate
scaling

Figure 2. The equivalent model of Figure 1 based on
Equation (4).
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the aperture of the paraxial optical system and
has a size of W. The sampling number of the
input aperture is N1, thus the sampling interval
Δ1 is W/N1. In the spatial-frequency domain, the
sampling number is M, and the sampling interval
Δu is 1/S, where S is the calculation window size
shown in Figure 2. Choosing the value of S is
the most important issue in this algorithm, and it
will be discussed in detail in Section 3. In the
output domain, the size of the observation win-
dow is p ×W, which means that the observation
window is p times larger (or smaller if p < 1)
than the input aperture. The sampling interval in
the output domain is p × Δ2, and the sampling
number is N2 =W/Δ2. The parameters W, N1, S,
N2 and p can be chosen independently, but they
are limited by the sampling criteria that will be
given in Section 3 below.

(2) The function AS1(u) in Figure 3 equals to the
Fourier transform of the product of the input
field U1(x) and the chirp function exp[iπ/(λB)
(A − p)x2]. We name, for convenience, the func-
tion AS1(u) as the input angular spectrum, though
the real input angular spectrum is the Fourier
transform of the input field. The Fourier trans-
form in this step is obtained by the SFT algo-
rithm. The scale coefficient α1 equals to W/S.
The sampling number of AS1(u) is M and the
interval is 1/S, which have been given in the first
step.

(3) The input angular spectrum is multiplied by the
transfer function in Equation (6). The result,
AS2(u), is named as the output angular spectrum.

(4) Finally, the output field U2(px) is obtained by the
scaled inverse Fourier transform of AS2(u). In

this step, the scale coefficient α2 is −MΔ2Δu. The
parameter p in U2(px) means that the observation
window size is p times as large as the input aper-
ture size.

3. Discussion of sampling criteria

We cannot obtain a correct simulation unless the choices
of the basic parameters fulfill the sampling criteria. For
the WWAS method, the calculation window size S
shown in Figure 2 has two functions, which are: (1) to
decide the sampling interval of the frequency domain;
and (2) to provide a guard band around the input aper-
ture. The parameter S plays the most important role in
the WWAS method, which is very different from other
AS methods. Thus, in the following discussion of the
sampling criteria, we mainly concentrate our attention on
the parameter S.

3.1. Sampling criterion of SFT

The scale coefficient α1 must be located in the region of
[−N1/M, N1/M] according to the discussion in Section 2.2.
We have already known that the parameter N1 denotes
the sampling number in the input space domain, and that
M denotes the sampling number in the spatial-frequency
domain. Taking into account that α1 equals to W/S, we
can get

S� M

N1
W : (13)

Equation (13) guarantees the correctness of the input
angular spectrum. Likewise, the second scale coefficient
α2 is limited in [−M/N2, M/N2] where N2 denotes the
sampling number of the output space domain. Consider-
ing that α2 = −MΔ2Δu, an inequality is given by

S�W ; (14)

which guarantees the correctness of the output field cal-
culated from the output angular spectrum. The two
inequalities in Equations (13) and (14) are weak
conditions unless the Fresnel number of the equivalent
free-space propagation model in Figure 2 is very large.

3.2. Physical sampling criterion

This sampling criterion is determined not by a particular
algorithm, but by the physical nature of field propaga-
tion. Note that the equivalent model in Figure 2 changes
the problem of field propagation through ABCD systems
to the free-space propagation problem, thus we only need
to analyze the sampling criteria of the free-space

Figure 3. Schematic representation of the WWAS method for
paraxial ABCD systems. The four blocks are schematic
representations of the four steps, respectively.
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propagation here, which has been discussed in details in
several researches [6,9,14], and we can use these conclu-
sions directly.

The free-space propagation model is shown in
Figure 4. The angular spectrum emitted from the edge of
the input aperture must cover the whole observation
window to avoid the loss of the spatial-frequency com-
ponents. The maximum angular spectrum umax is deter-
mined by the sampling number M and the sampling
interval Δu in the spatial-frequency domain as

umax ¼ M

2
� Du ¼ M

2S
¼ sin hm

k
; (15)

where θm is the angle between the maximum angular
spectrum and the z axis. In order to cover the whole
observation window, we can derive an inequality from
the geometry in Figure 4:

sin hm � sin h ¼ W W 2 þ ðB=pÞ2
h i1=2

(16)

Taking Equation (16) into Equation (15), we have

S� kM
2W

W 2 þ ðB=pÞ2
h i1=2

(17)

Equation (17) gives the upper boundary of the calcula-
tion window size S.

3.3. Sampling criterion for transfer functions

The transfer function H(u) in Equation (6) is a chirp
function whose phase is Φ(u) = −πλB/pu2. In order to
sample the chirp function correctly, the maximum change

in the phase must be no more than π between any two
adjacent sampling points [6], which yields

Du
@U uð Þ
@u

����
����
umax

� p: (18)

Taking Φ(u) into Equation (18) yields

umax � pS

2kB
: (19)

Equation (19) reveals the upper boundary of the spatial-
frequency, which means that the bandwidth of the spa-
tial-frequency is limited due to the sampling criterion of
the transfer function.

The sampling of the input field would result in the
replicas of the calculation window as shown in Figure 4.
If the aliasing spectrum emitted from the replicated win-
dows propagates into the observation window, it would
cause aliasing error. A larger calculation window size S
can provide more guard band area to protect the observa-
tion window from the aliasing spectrum. The smallest
value of S is determined by the maximum angular spec-
trum according to Figure 4 as

S�W þ B

p
tan hm: (20)

Equation (19) can be substituted by a stronger condition
which is

umax ¼ sin hm
k

� tan hm
k

� pS

2kB
: (21)

Taking Equation (21) into Equation (20), we have

S� 2W : (22)

This means that, under the condition of Equation (21), if
the calculation window size S is twice larger than the
input aperture size, there would be no aliasing error
caused by the replicas of the calculation window.
Considering that umax =M/(2S), the rearrangement of
Equation (21) can be presented by

S� 1

2
ffiffiffi
2

p
p

k2M 2p2 þ k4M 4p4 þ 64k2p2B2M 2
� �1=2h i1=2

:

(23)

3.4. Synthesis of the sampling criteria

Since Equations (13), (22) and (23) limit the lower
boundary of S simultaneously, we have to introduce the
following inequality to make sure that all the three equa-
tions keep correct at the same time:Figure 4. The geometry of the free-space propagation model.
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1

2
ffiffiffi
2

p
p

k2M 2p2 þ k4M 4p4 þ 64k2p2B2M 2
� �1=2h i1=2

� max 2W ;MW=N1f g:
(24)

We can find that Equation (24) gives a limit of the mag-
nifying power p, but it is too complex to be presented
analytically. We need to do some approximation that: if
the propagation distance is far greater than the input
aperture size, the value of θm would be very small, thus
we have sinθm≈ tanθm. This would result in

1

2
ffiffiffi
2

p
p

k2M 2p2 þ k4M4p4 þ 64k2p2B2M 2
� �1=2h i1=2

�
ffiffiffiffiffiffiffiffiffiffi
kMB

p

s
: (25)

Applying Equation (25), the rearrangement of Equation
(24) yields

p� min
kBN 2

1

MW 2
;
kBM
4W 2

� �
; (26)

which is a simplified version of Equation (24). Equation
(26) is clearer than Equation (24) to demonstrate an
upper limit of the magnifying power p. However, it is
worth to remember that Equation (26) is an approximate
result, and gives a larger range than the one predicted by
Equation (24), if the condition of this approximation is
not satisfied. If the propagation distance is not far greater
than the input aperture, we should take a smaller range

than the one Equation (26) predicted, and then check
whether it satisfies Equation (24).

Above all, when Equation (24) (or Equation (26)) is
satisfied, the limitation of the calculation window size S
is defined by Equations (17) and (23) as

1

2
ffiffiffi
2

p
p

k2M 2p2 þ k4M 4p4 þ 64k2p2B2M 2
� �1=2h i1=2

� S� kM
2W

W 2 þ B=pð Þ2
h i1=2

:

(27)

Hence, Equation (24) (or Equation (26) under the
approximation) and Equation (27) are the sampling crite-
ria of the WWAS method for beam propagation through
paraxial optical systems.

4. Numerical calculation and application

4.1. Simulations for a paraxial optical system

The optical system for simulation is a laser beam focusing
system, which can focus a beam on a target of 500 mm
away from the last component of the system. The specific
structure of this system is not important, because we can
describe it by an ABCD ray matrix if there is no vignett-
ing. The matrix of the whole optical system can be
obtained by multiplying all the matrices of single compo-
nents in sequence [1], which is shown in Table. 1.

Table 1. Elements of the matrix for simulation.

A B (mm) C (mm−1) D

−0.0487 106.2910 −0.0095 0.1818
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Figure 5. The results of the WWAS method for the paraxial optical system and the strict solutions calculated using the numerical
integral method.
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In this section, all the simulations are examined by the
strict solutions computed using Equation (1) with the
numerical integral method. We require that the input field
is a plane wave, and its wavelength is 0.532 μm. The input
aperture width W is set to be 2 mm, and the sampling num-
bers of the input aperture (input space domain), the spa-
tial-frequency domain and the observation window (output
space domain) are N1 = 256, M = 512, N2 = 1024, respec-
tively. Note that the sampling numbers of the three
domains can be set as different values, which is one of the
advantages of our method. In this situation, the maximum
value of the magnifying power p can be evaluated using
Equation (26), which turns out to be 1.81. For this reason,
we could find a certain range of S if the value of p is smal-
ler than 1.81. If we set the magnifying power as p = 0.2,

then the size of the observation window can be derived by
p ×W = 0.4 mm. Taking all the parameters into Equation
(27), we have a range of S as 6.02W ≤ S ≤ 18.1W. When S
takes the value of 9W, the result of the WWAS method is
shown in Figure 5(a), which is consistent with the strict
solution exactly. If we increase p from 0.2 to 0.5, the
observation window size becomes 1 mm, and Equation
(27) then suggests that the range of S is 3.8W ≤ S ≤ 7.24
W. This time, if we make S = 7W, the result shown in
Figure 5(b) is still consistent with the strict solution well,
and we get a larger observation window than that in
Figure 5(a) due to the larger value of the magnifying
power p.

We can treat the simulation error as a kind of noise
since they all make the results deviating from a strict
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Figure 6. The SNRs as the functions of the calculation window size S.
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one. Therefore, the concept of signal-to-noise ratio
(SNR) in the field of signal processing is appropriate to
measure the deviation of the simulation from the strict
solution. The SNR is defined as [10]

SNR ¼ 10 lg

R
1 I xð ÞdxR

1 I xð Þ � IN xð Þj jdx ; (28)

where I(x) is the result of the WWAS method and IN(x)
is the strict solution calculated by numerical integral.
The SNRs are shown in Figure 6 as functions of the cal-
culation window size S, when the magnification p has
different values. The parts of the curves between two
vertical dot lines are the predicted ranges of Equation
(27). When p = 0.2, 0.4, 0.6 and 0.8, the ranges predicted
by Equation (27) have the relatively high SNRs as

shown in Figure 6, which means that Equation (27) is a
correct criterion for the WWAS method. It is interesting
to notice that the highest SNR value always appears near
the lower boundary of Equation (27). In the range deter-
mined by Equation (27), a larger value of parameter S
results in a simulation with lower SNR. Comparing the
four cases in Figure 6, we can also find that the decrease
of the SNRs is somehow affected by the magnifying
power p, and we will give our explanation for this fact
next.

We find that the error of the upper boundary of
Equation (27), when p is small, comes from the plane
wave nature of the angular spectrum. Figures 7(a) and
(b) show the simulations when p is set to be 0.1. The
predicted range of Equation (27) is from 8.5 to 36.2W.
When the parameter S equals to 8.5W, the result of the
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Figure 7. The accuracy of the WWAS algorithm when S is the lower and upper boundaries of Equation (27). (a) and (b) are the
intensity distributions. (c) and (d) are the power spectrum densities of the spatial-frequency.
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WWAS method in Figure 7(a) is exactly the same as the
strict solution. However, in Figure 7(b), when S = 36W,
which is near the upper boundary of Equation (27), the
result of the WWAS method contends significant error,
which is what we have mentioned in Figure 6. The
power spectrum density of the input field is shown in
Figures 7(c) and (d), and we can find that the power
spectrum density is truncated by the calculation window
in Figure 7(d). Based on the derivation of Equation (17),
the lost part of the power spectrum density would not
affect the simulation in the observation window, which is
true if we treat the angular spectrum as rays [9]. How-
ever, if we consider the plane wave nature of the angular
spectrum, each plane wave (angular spectrum) contrib-
utes to the modulation of the field in the observation
plane at a particular frequency. If some angular spectrum
is truncated, the field would lose some frequency

components, which causes the error in Figure 7(b).
Therefore, the error of the upper boundary of Equation
(27) comes from the simplified ray model of angular
spectrum and it is impossible to avoid it. What we can
do is to make the value of S approach to lower boundary
of Equation (27), so as to avoid the truncating error of
the angular spectrum when p is small.

4.2 Simulations for free-space propagation

There are some advantages in applying our algorithm in
the free-space propagation. It is difficult for the
traditional AS method and the BLAS method, an
improved version of traditional AS method, to simulate
the long-distance propagation, because sampling the
transfer function becomes harder when the propagation
distance is great [6]. The WWAS method for free space
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Figure 8. The simulations of the free-space propagation using different AS methods when the propagation distance is 2000 mm.
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in [10] is an excellent work to extend the high accurate
range of the BLAS method from near to far field.
However, the observation window has the same size as
the input aperture in this method, thus we can only
observe part of the distribution of the optical field. Next,
we will show that all the disadvantages of the three AS
methods can be overcome by our algorithm

For the free-space propagation, the matrix elements A
and D have unit values, while C equals to zero and B is
the propagation distance. The input field is a plane wave
with a wavelength of 0.532 μm, and the input aperture
size W is set to be 2 mm. The sampling numbers of the
input aperture, the spatial-frequency domain and the
observation window are all 512. The simulations are
shown in Figure 8 using four kinds of different methods
when the propagation distance B is 2000 mm. Figure 8(a)
is the result of numerical integral which we take as a
strict solution. The result of BLAS method is shown in
Figure 8(b), which is a wrong outcome due to the false
sampling of the transfer function. The result in
Figure 8(c) is calculated by the WWAS method for free-
space propagation discussed in [10]. It is correct with
high accuracy, but the observation window is too small
to provide a whole picture of the intensity distribution.
Figure 8(d) is the result of our WWAS method for
ABCD systems when p = 4 and S = 8. This result shows
that the WWAS method for ABCD systems not only has
the high accuracy for long-distance propagation, but also
has enough observation window size. If we want to get
the same effect using the method in [10], we have to
increase the input aperture size and the sampling number,
which may cause huge calculation burdens. However, we
can use our WWAS method for ABCD systems to
accomplish this work without increasing the sampling
burden.

5. Conclusion

The WWAS method is developed to simulate optical
field propagation through ABCD systems. Using the
Collins formula, we obtain an equivalent free-space
propagation model, instead of the tradition model which
has ABCD systems inside. This equivalence is very use-
ful, as it changes the field propagation through paraxial
optical systems to the free-space propagation. Hence, we
can use some valuable conclusions of the free-space
propagation directly, which simplifies the discussion of
the sampling criteria.

We use a SFT to take the place of the traditional
Fourier transform in this method. The SFT has different
sampling intervals and sampling numbers in the input
and frequency domains. Using the SFT, we accomplish
the independent samplings of the input space domain,
the spatial-frequency domain and the output space

domain, which is important for the WWAS method,
since we can choose the parameter S in the spatial-
frequency domain without affecting the sampling param-
eters in other domains.

We discuss the sampling criteria from three aspects:
the sampling criteria of the SFT, the physical nature and
the transfer function. Then, we synthesis all the sampling
criteria and obtain Equation (24) (or Equation (26) for
approximation) and Equation (27) as the sampling crite-
ria of the WWAS method for ABCD systems.

The numerical simulations of an optical system and a
free-space propagation case are discussed. We prove the
WWAS method and its sampling criteria correct with the
simulations of the optical system given in Table 1. We
point out that the error of the upper boundary of Equation
(27) comes from the plane wave nature of the angular
spectrum, so the parameter S should be set near the lower
boundary when p is small. In the simulations for the free
space, we find that the WWAS method for ABCD systems
in this paper has higher accuracy in the long-distance
propagation than the BLAS method, and unlike the
method in [10], our method can get enough observation
window size without increasing the sampling burden.
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