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1. INTRODUCTION

Titanium dioxide (TiO2), white color, with a high brightness
and refractive index, has been widely used as a white pigment
since its commercial production in the 1920s.1 Its low cost,
inertness, and nontoxicity make it a particularly good ingredient
for paints, ointments,2 food coloring,3 sunscreens,4,5 and many
other commercial products.6 Since the study of the ultraviolet
(UV) light-induced photoelectrochemical water splitting on its
surfaces in 1972,7 it has been extensively investigated for
various applications. These applications include photocatalytic
hydrogen production from water7−16 or organic chemicals,17

decomposition18 and synthesis19 of organic chemicals, removal
of pollutants from the environment,7−10,20−25 fuel generation
from CO2 reduction,

26−40 oxidation of CO,41 and uses in dye-
sensitized solar cells,42−45 rechargeable batteries/supercapaci-
tors,46−52 sensors, and biomedical devices.53−58 Its performance
in such applications depends largely on its optical, electronic,
structural, morphological, and surface properties as well as on
its size, crystallinity, and surface facets.9,13,14 Great effort has
been devoted to adjust these properties in order to improve in
its performance. Steady and apparent progress has been seen in
the synthesis of its 0-, 1-, 2-, and 3-dimensional nanomaterials
and surface facet-selective nano/microstructures as well as in
the understanding of its structural, mechanical, thermodynamic,
optical, electronic, surface, and interfacial properties.9,13,14,59

However, its white color and large band-gap limit its practical
applications in photocatalytic hydrogen generation, CO2
reduction, and environmental pollution removal.57,60−69

Great effort has been devoted to tuning TiO2’s electronic and
optical properties from a variety of angles in order to reach a
high photoactivity during the last few decades.57,60−71 Adding
noble metals such as Pt or Rh to TiO2 enhanced its
photocatalytic reactivity by improving the charge separation
efficiency.70 Heterojunctions with other semiconductors were
also used for this purpose.9,13,14,72 For example, coupling TiO2
with a wide-gap semiconductor like SnO2 was observed in
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enhancing the charge separation and thus the photocatalytic
activity,73,74 addition of small-gap semiconductors as light
sensitizers helped TiO2 with more solar absorption in the
visible region,13,14,72 and the CdS/TiO2 heterogeneous system
displayed enhanced visible-light activity in methylene blue
decomposition,9,13 nitric oxidation in air,75 and hydrogen
production from water;76 when sensitized with ruthenium dye
complexes, a solar conversion efficiency as high as 10−11% was
successfully demonstrated.77−79 Introducing dopants or defects
into the TiO2 matrix was used to enhance its solar utilization.80

Metal ions, if doped chemically at suitable amounts, enhanced
the photoactivity of TiO2 significantly,

60 despite a concern of
the thermal instability due to the increase of charge-
recombination centers induced by the localized d states of
the metal ions within the band gap.60 Nonmetal elements, if
doped under the right conditions, induced the effective band-
gap narrowing of TiO2 and improved its visible-light photo-
activity.64 Nitrogen, carbon, sulfur, and iodine were used as
examples to reduce the band gap of TiO2.

64,65,81−84 Metal and
nonmetal elements, when codoped, were recently used for
enhancing water-splitting hydrogen generation through better
visible-light response.85−97 Such enhancements were observed
on systems including (Mo, C),85−90 (Mo, N),91 (Fe, N),92−94

(Ta,N),95 (Ni, N),96 and (W,C) codoped TiO2.
97 In such

doping efforts usually it is the alien atoms or compounds that
bring the electronic states into the band gap of TiO2 and make
it eventually able to absorb visible solar energy.
In addition, visible-light activity can be triggered by intrinsic

defects as well, such as oxygen vacancy (VO).
98,99 Electrons

trapped in oxygen vacancies were detected under visible-light
irradiation in TiO2 after hydrogen-plasma treatment.98 The VO
states, located within the band gap, contributed to the visible-
light activity in NO,98,100 2-propanol, and benzoic acid
removal.101 Hydrogen thermal treatment of TiO2 nanocrystals
was demonstrated as a conceptually new way of enhancing solar
absorption in the visible-light and near-infrared regions.102−104

This treatment led to formation of black TiO2 nanoparticles
which contained structural disorders near the surface.102−104

Such black TiO2 nanoparticles displayed excellent photoactivity
and stability in photocatalytic hydrogen generation.102 This
approach was consequently suggested as a general concept of
self-structural modification and suggested as a new direction in
modifying the optical and electrical properties in nano-
structured semiconductors.103 Besides, modification of the
structural factors of TiO2,

105 including the phase,106 morphol-
ogy,107−110 structure,111−113 and porosity,114,115 has been
shown to affect its photochemical activity. For example, the
mixed anatase/rutile phase of TiO2 was well known to possess
higher photoactivity than either pure phase.105,116,117 Degussa
P25, the currently widely used mixed-phase material (contain-
ing anatase/rutile/amorphous),118 exhibited enhanced photo-
catalytic and photovoltaic performance from both theoretical119

and experimental120 studies, which was believed to benefit from
the synergistic effects between the phases.121,122 The electronic

properties of nanomaterials with a high surface-to-bulk ratio
were especially sensitive to their structural morphologies.123,124

The surface morphology of nanocrystalline semiconductors can
generally result in an increased chemical activity, lowered
melting point, increased phase-transition pressure, and higher
solubility, for instance, when compared to their bulk counter-
parts.123−125

We noticed there have been many excellent reviews on TiO2
and i ts nanomater ia l s in past years and deca-
des.8−10,20−23,46,126−128 Here, we aim to summarize the
aforementioned efforts in the structural modifications of TiO2
without introduction of any alien elements or compounds or
any other species besides the normal valence states of Ti4+ and
O2− in TiO2. Therefore, we refer to these variations in structure
to “self-structural modification” throughout this review. We
mainly summarize the electronic and optical property changes
induced by such self-structural modifications as they play a
most important role in its applications. We intend to provide an
overview of the functional properties of TiO2 enhanced by
structural morphology and describe the proposed mechanisms
of the relevant processes. We briefly review the self-structural
modifications on pure-phase TiO2 first and then on mixed
phases, amorphous/disorder phases, hydrogenated phases, and
finally on Ti3+ and VO aspects which may have been brought up
in these self-structural modifications. We would like to point
out that this review will be somehow knowledgeably biased, as
we realize that we will certainly overlook some of the important
literatures, although we try our best to cover all related research
efforts and findings. The biases may also come from the limited
knowledge and time of the authors in preparing this review and
more importantly the rapid developments in this field.
Nevertheless, we sincerely hope this review will stimulate
new ideas and discoveries to advance progress in the
fundamental studies and applied research of TiO2 nanomateri-
als.

2. STRUCTURE INFORMATION OF TIO2

TiO2 is commonly seen in four crystalline polymorphs:
tetragonal rutile, tetragonal anatase, orthorhombic brookite,
and monoclinic TiO2(B).

129−132 Among them, rutile is more
easily obtained at higher temperatures, and the others are more
easily obtained at lower temperatures, and TiO2(B) is the least
dense polymorph.132−134 Table 1 lists their structural
parameters.134 In addition, other less common phases have
been reported as well.131,135

In this review, we shall focus on the most widely studied
phases of TiO2: anatase and rutile. They have a common
primary structural unit, the TiO6 octahedron, as shown in
Figure 1.127,138,139 The octahedron in both phases is slightly
distorted from the perfect octahedron. The bond length in the
apical directions is slightly larger than that in the equatorial
directions.127 The bond lengths also differ between these two
phases. The Ti−O bond lengths are 1.937 and 1.966 Å for
anatase and 1.946 and 1.983 Å for rutile in the equatorial and

Table 1. Structural Parameters of Common TiO2 Phases
134

unit cell parameters

cryst form cryst syst space group density (g/cm3) a/nm b/nm c/nm β/deg ref

anatase tetragonal I41/amd 3.83 0.379 0.951 136
rutile tetragonal P42/mnm 4.24 0.459 0.296 136
brookite orthorhombic Pbca 0.17 0.918 0.545 0.515 137
TiO2(B) monoclinic Pbca 3.64 1.216 0.374 0.651 107.3 132
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apical directions, respectively.127 The structural difference of
these two phases is caused by the different stacking arrange-
ments of their octahedra. In anatase, four of the eight neighbors
of each octahedron share edges and the others share corners.
The corner-sharing octahedron forms (001) planes and is
connected to their edges with the plane of octahedra below.127

In rutile, each octahedron has 10 neighbors: two share edges,
and eight share corners. The neighbors share corners along the
[110]-type direction and are stacked with their long axis
alternating by 90°.127 The different structural arrangements
result in different space groups: D4h

19-I41/amd for anatase and
D4h

14-P42/mnm for rutile.127,138,139 Similarly, other phases of
TiO2 have different Ti−O bond strengths and stacking of the
TiO6 octahedra and corresponding space groups. However, it is
not clear if the bond length difference causes the different
stacking of the TiO6 octahedra or the opposite. Seeing as both
the bond length and the stacking are different for these two
phases, the Ti−O bond strength and bond coupling are
expected to be different, as are their physical and chemical/
photochemical properties.
Bulk anatase and rutile have band gaps of 3.2 (387 nm) and

3.0 eV (413 nm), respectively.131 The difference in the band
gap and absorption onset is naturally attributed to the crystal
structure difference in the lattice (including both the bond
length and the TiO6 stacking), which causes different orbital
coupling between the oxygen 2p and titanium 3d orbitals.9 The
band-gap difference seems very straightforward at first glance
when we consider the more diverse Ti−O bond lengths of
rutile than those of anatase.
The coexistence of the various phases of TiO2 suggests that

one of them has the minimal Gibbs free energy, while the
others have subminimal ones.141 Anatase phase is more
commonly seen for particles synthesized at room temperature
and rutile at high temperatures.141 The energy barrier for the
structural transformation between these two phases was
estimated from their phase-transformation temperature.141,142

This temperature was shown to be size dependent, seeing that
the surface area increases rapidly with a decrease of particle size

and surfaces are normally full of unsaturated atoms with many
dangling bonds.142,143 Surface relaxation and reconstruction has
been frequently reported with Ti−O bond length and bond
order distortions.127 These distortions in many cases caused a
thin layer of disordered phase with lattice parameters different
from the bulk phase or any other phases.127,144 Further
distortions led to the “coarser” surface of one phase with
parameters much closer toward the other,144 as both phases
share the same TiO6 octahedra and the difference of Ti−O
bond lengths is small. This eventually led to the incubation and
transition into a new phase.144,145 The anatase−rutile interfaces
were believed to be somehow disordered in a narrow region at
the interface,144,145 and structural rearrangements from the
anatase side were suggested to cause the rutile octahedral
structural formation at the interface.144

3. SELF-STRUCTURAL MODIFICATIONS IN PURE
PHASES

3.1. Surface Effects

Truncated from the chemically stoichiometric bulk, the atoms
on the surface are normally not saturated and have many
dangling bonds.123 One effect of these unsaturated bonds is
that they cause high surface activities to react with adjacent
molecules or particles to form new compounds.123,124,127,146,147

Another prominent effect is that they introduce electronic
states in the band gap, causing long-tail optical absorption and
red-shifted optical emission.9,127 The surface effects mainly
refer to the electronic and optical effects caused by the bonding
structural changes on the surface. Changing the surface area or
structural porosity is possible to bring the surface effects here if
such bonding structural changes exist in these structures. The
Ti−O bonds on the surface have different parameters from the
bulk after relaxation and reconstruction (Figure 2).127 Thus,

different truncated facets of TiO2 crystals display distinctly
different electronic behaviors from each other and from the
bulk due to their different bonding structures and self-structural
modification.127 The rutile TiO2 (110) surface reconstructs and
restructures at high temperatures under both oxidizing and
reducing conditions.127 The TiO2 (110) surface consists of
alternating rows of 2-fold-coordinated bridging Ob oxygen ions

Figure 1. Polyhedral representation of the rutile (a) and anatase (b)
structures.140 (Reprinted with permission from ref 140. Copyright
2012 IOP Publishing Ltd.)

Figure 2. Model of the TiO2 (110)−(1 × 1) surface. Relaxations of
surface atoms are indicated.127,149 (Reprinted with permission from ref
127. Copyright 2003 Elsevier Science B.V.)
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and 5-fold-coordinated Ti5c titanium ions in the [001]
direction.127 It relaxes mainly perpendicularly to the surface
(Figure 2).127 The Ob atoms relax downward considerably, the
Ti5c atoms move downward, and the lower Ti6c atoms relax
upward.127,148−151 This results in a smaller bond length (1.71
Å) between Ti6c and Ob than that of the bulk Ti−O value (1.95
Å).148−151 In practice, surface oxygen vacancies and interstitial
titanium species were commonly observed during sample
preparation,127,152,153 and a band-gap state with Ti 3d character
was found 1 eV below the Fermi level (EF) as a result.

154−157 It
was suggested that the neighboring empty Ti5c 3d orbitals
accepted two excess Ob electrons, producing two Ti3+ sites.154

The surface band-gap state of rutile TiO2 (110) with the VO
origin was confirmed by the observation that the intensity of
the photoemission of the band-gap state was directly
proportional to the Ob density created with electron bombard-
ment by Yim et al.158 Moreover, Papageorgiou et al. showed
that the negatively charged oxygen vacancies acted as trapping
centers and largely influenced the reaction of molecular oxygen
with surface hydroxyl at the vacancies.159

Ariga et al. reported that the (001) surface showed visible-
light activity on photooxidation of formic acid.160 The electron
energy-loss spectrum showed a peak around 2.6 eV under an
excitation energy of 60 eV, while no peak was observed under
20 eV (Figures 3A).160 This suggested that the 2.6 eV
excitation was likely near the surface.160 In the two-photon

photoelectron spectrum (inset in Figure 3B) the clean TiO2

(001) surface showed a peak with a 340 ns flight time when
excited with a 4.66 eV laser.160 This corresponded to a final
energy value of 8.2 eV (Figures 3B) and an initial energy of 1.1
eV below the EF on the clean surface.160 The TiO2 (001)
surface had a smaller band gap than TiO2 (110) (Figure 3C and
3D).160 The Ti4+ and oxygen orbitals on the surface
contributed to the energy levels near the conduction band
minimum (CBM) and valence band maximum (VBM),
respectively (Figure 3E and 3F), causing band-gap narrow-
ing.160

Tao et al. found that a reduced band gap of 2.1 eV was
observed on rutile TiO2 (011) surface by oxidation of bulk
titanium interstitials.161 The VBM of the pristine surface
occurred at 3.0 eV, while the new (011) surface structure had
extra states within the bulk band gap with a maximum at 2.1 eV
below EF (Figure 4A and 4B).161 The new (011) surface moved
the VBM toward EF by ∼0.3 eV.161 Upon high-temperature
annealing, its electronic valence-band structure was regained
(Figure 4A).161 Ti4+ was the charge state of the Ti atoms at the
surface for the new (011) surface structure (Figure 4C).161 A
band gap reduced by 0.9 eV was achieved with this new rutile
(011) surface (Figure 4D).161

Figure 3. Electron energy-loss spectra (A), two-photon photoelectron spectra before (black) and after (red) exposure to formic acid (B), density-of-
states of TiO2 (110)−1 × 1 structure (C) and TiO2 (001) latticework structure (D), and orbitals of the CBM (E) and VBM (F).160 (Reprinted with
permission from ref 160. Copyright 2009 American Chemical Society).
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3.2. Lattice Strain Effects

While structural modification can tune the electronic properties
of TiO2 on the surface, it can also happen to the bulk phase
with deviated lattice parameters, i.e., under lattice strain. Lattice
strain effects can be observed at the interfaces between two
phases of mismatched lattice and bonding structures. Shibata et
al. found anatase film with strain had better photoinduced
hydrophilic activity than that without strain;162 Tavares et al.
reported that polycrystalline TiO2 thin films with strain showed
largely enhanced photocatalytic activity,163 and Kamei et al.
attributed the enhanced electron−hole charge separation
capability of anatase film to strain.164 Anatase possesses a low
density due to the strong repulsion between Ti ions across the
shared edges of distorted TiO6 octahedra.165 This causes
structural elongation and shrinkage along and normal to the c
direction, respectively, in the TiO6 octahedra.165 Figure 5
displays the changes of the relative unit cell parameters under
pressure and d spacing deduced from the X-ray diffraction
(XRD) data for 6 nm anatase in contrast with standard Au.166 A
larger linear compressibility along the c axis than along the a
axis was observed under the anisotropic compression of bulk
anatase (at P < 10 GPa).167,168 Upon compression it was
relatively easy to shorten along the c axis in the TiO6 octahedra
as a result of the Ti−Ti repulsion.167,168
Lattice strain effects are also observed when the lattice

parameters of the bulk materials are different from the normal
values under standard conditions. For example, compressing or

stretching the crystal with external forces would lead to
shrinkage or elongation of lattice dimensions, which led to the
electronic and optical property changes.169 Softening of Ti−O
bonds along the c or (001) direction provided an opportunity
to tune the band gap of TiO2 by applying stress along this
direction, as demonstrated by Yin et al.169 In deformation
potential theory the band-gap change of a semiconductor under
stress is given by

σ σ σ σ= + +E E b b( , )a c a a c cg g
0

(1)

where Eg
0 is the band gap of unstrained bulk crystal and ba and

bc are the band-gap pressure coefficient of epitaxial and uniaxial
stress, respectively.170,171 The hydrostatic band-gap pressure
coefficient is ba + bc. Yin et al. found that when applied stress
was along its soft direction the band-gap change of anatase was
more obvious based on their density functional theory (DFT)
calculations within the generalized gradient approximation
(GGA) (Figure 6).169 bc and ba were 35.3 and 39.8 meV/GPa,
respectively. These results indicated that the compressive stress
along the c axis was easier than in the xy plane to reduce the
band gap as |bc| > |ba|.

169 Under a pressure of up to 10 GPa the
band-gap change of rutile was smaller than 0.08 eV, as the soft
axes in rutile are along both the (110) and the (11 ̅0) directions,
but all of the soft axes lie along the (001) direction in
anatase.169 A similar conclusion was obtained with a ba of 43.51
meV/GPa in the calculation by Thulin and Guerra.172

3.3. Nanoscale Effects

On the basis of the surface and lattice strain effects on the
electronic band structures of TiO2 it is thus reasonable to
understand the observed electronic and optical property
changes besides those caused by the small size of nanomaterials.
The effects caused by the size are normally called size effects.
Besides the size effects, the nanoscale effects also include the
effects caused by the shape and lattice parameter changes of the
nanocrystals from the bulk counterparts. As in nanomaterials,
the percentage of surface atoms increases significantly with the
decrease of the material size, and the lattice parameters are
normally different from the bulk values.123,124,173 Nanomateri-
als, especially semiconductors in nanoscale, are usually
characterized by the quantum size effect.123,124 When the size
decreases, the band becomes discrete, the band gap of
nanoparticles increases,174−178 and the charge carriers behave
quantum mechanically.123,124,179 These changes are more easily
observed when the size of these particles approaches the Bohr
radius of the first excitation state or the de Broglie wavelength
of their electrons and holes. The band-gap energy Eg and the
radius R of the nanoparticles have the following relationship

μ ε
≈ +

′
−

′
E E

h
R

e
R8

1.8
g g

0
2

2

2

(2)

where e, h, Eg
0, ε′, and μ′ are the electron charge, Planck

constant, bulk band gap, apparent dielectric constant of the
semiconductor, and apparent reduced mass of the electron and
hole in the quantum region, respectively.177,178 The μ′ value of
TiO2 is around 1.63 m0 (where m0 is the electron rest mass),176

and the ε values are 31 and 173 for anatase and rutile,
respectively.180 A clear band-gap shift was observed as 2R < 2
nm, and the difference in Eg between the rutile and anatase
decreased as the 2R value was close 1 nm, as shown in Figure
7.181

Quantization effects apparently depend on the nanomaterial’s
critical size. The estimated critical diameter is largely influenced

Figure 4. (A) Ultraviolet photoelectron spectra (UPS) of the original
(2 × 1) surface (black curve), new surface TiO2 (011) phase (red
curve), and reformed (2 × 1) surface structure (blue line); (B)
zoomed-in view of UPS; (C) Ti 2p core-level X-ray photoelectron
spectra (XPS) before (black curve) and after (red curve) oxygen
treatment; (D) band diagram of the (011) surface compared with the
bulk.161 (Reprinted with permission from ref 161. Copyright 2011
Macmillan Publishers Ltd.)
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by the effective masses of the charge carriers, and this critical
size for TiO2 was around 2 nm, although with some small

discrepancies.174,176,182−186 This size was suggested to be below
2.1 nm, since no blue shift was seen in the optical absorption
edges when 2.1 < 2R < 26.7 nm.184 The excitation radii range
was estimated to be within 7.5−19 Å,176 and a small apparent
band-gap blue shift (<0.1−0.2 eV) was observed for size < 2
nm.182,183 This observation was attributed to the relatively high
effective mass of carriers.176 Thus, the blue shifts for TiO2 with
sizes of 21, 133, and 267 Å were suggested to not be due to the
quantum confinement effect.184 No quantum-size effect was
found in anatase TiO2 nanoparticles of sizes 2R ≥ 1.5 nm.186

The electronic properties of small TiO2 clusters have been
studied both theoretically and experimentally.187−192 Zhai and
Wang investigated a series of (TiO2)n clusters’ electronic
structures and the evolution of their band gap as a function of
size.189,190 They prepared the (TiO2)n

− clusters by laser
vaporizing Ti in He gas containing 0.5% O2.

188 The lowest

Figure 5. Change of the relative unit cell constants under pressure. (A) a/ao for Au (squares) and a/a0 and c/co for anatase; (B) V/VO vs pressure for
Au and anatase. (◇) Single-crystal data from ref 167; (+) microparticle data from ref 168; (o) 6 nm anatase.166 (C) Changes in the (004), (112),
(105), and (211) d spacings. (D) Pressure vs d (0111) of anatase obtained via single-peak fit together with Au data collected near the center of the
diamond-anvil cell (diamonds), single-peak fit (sample away from Au) (squares), and full-spectrum fit of anatase XRD collected away from the
diamond-anvil cell center (filled circles with error bars).166 (Reprinted with permission from ref 166. Copyright 2009 The American Physical
Society.)

Figure 6. Band-gap change in rutile (A) and anatase (B) under stress:
(dots) calculated results, (lines) fittings.169 (Reprinted with permission
from ref 169. Copyright 2010 American Institute of Physics.)

Figure 7. Calculated TiO2 band-gap energy change with size: (□)
experimental data.181 (Reprinted with permission from ref 181.
Copyright 2008 Nature Publishing Group.)
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unoccupied molecular orbitals (LUMOs) and highest occupied
molecular orbitals (HOMOs) of the (TiO2)n clusters were
mainly from O 2p orbitals and Ti 3d orbitals, respectively.190

The LUMOs and HOMOs of (TiO2)n clusters evolved into the
bulk conduction and valence bands.190 As the extra electron in
the (TiO2)n

− anion occupied the Ti 3d-based LUMO of neutral
(TiO2)n, these anion clusters were like Ti

3+ centers on the TiO2
surfaces with the dominating Ti3+ sites.190 Figure 8A shows the
observed adiabatic detachment energies for the Ti 3d and O 2p
bands of the (TiO2)n

− (n = 1−10), and Figure 8B shows the
corresponding HOMO−LUMO energy gaps along with some
theoretical calculation results.191,192 Apparently, the adiabatic
detachment energies for the Ti 3d and O 2p bands and
HOMO−LUMO energy gaps of the (TiO2)n

− increased as n
increased. The energy gap approached the bulk limit at n = 6
and remained almost unchanged for n = 6−10.190
Some theoretical studies have also been carried out on the

electronic properties of (TiO2)n clusters.
191−194 Qu and Kroes

studied the stability and electronic structure of (TiO2)n clusters
(n = 1−9).192 Some compact structures were formed with the
lowest lying singlet clusters, which were more stable than the
corresponding triplet structures.192 The holes within (TiO2)n

+

clusters and the extra electrons within (TiO2)n
− clusters

preferred the least coordinated O and Ti atoms, respectively.192

Both the cluster formation energy per TiO2 unit and its
electron affinity increased with cluster size n, whereas the
ionization potential decreased.192 Using DFT and time-
dependent DFT(TDDFT), Shevlin and Woodley found that
for bare and anion-doped nanoscale (TiO2)n (n = 1, 2, 3, 4, 5, 6,
7, 10, and 13) clusters, with increasing nanoparticle size, the
HOMO−LUMO transition energy approached toward bulk
values for small values of n (Figure 9).193 Chiodo et al.
simulated atomic clusters of TiO2 by ab initio molecular
dynamics (MD), DFT, TDDFT, and many-body techniques
and suggested that clusters with anatase symmetry were
energetically stable and could be considered as the starting
seeds to grow much larger and more complex nanostruc-
tures.194 They found that the electronic gap of these inorganic
molecules was larger than the optical gap by almost 4 eV with

strong excitonic effects and that charge-transfer effects played
an important role under photon absorption.194

Guisbiers et al. studied the change of melting temperature
and band gap of TiO2 nanomaterials caused by the size.195

They found a structural phase transition from anatase to rutile
starts around 40, 29, and 48 nm for nanoparticles, nanowires,
and nanotubes, respectively.195 For freestanding nanostructures
the melting temperature Tm at the nanoscale can be expressed
as a function of bulk melting temperature Tm,∞, size of the
nanostructure, and some material properties

γ γ α
= +

−
Δ

= −
∞ ∞

T
T H

A
V L

1
( )

1
2

m

m,

l s

m,

shape

(3)

where ΔHm,∞ is the melting enthalpy (J/m3) and γl and γs are
the surface energy in the liquid and solid phases (J/m2),
respectively.195−197 A (m2) and V (m3) are the surface area and
volume of the nanostructure. The shape parameter αshape is

Figure 8. (A) Observed adiabatic detachment energies (solid dots) for the Ti 3d band and O 2p band of (TiO2)n
− (n = 1−10). Key: (□) LUMO

energies from ref 191; (○) adiabatic electron affinities from ref 192. (B) Observed HOMO−LUMO energy gaps of (TiO2)n
− (n = 1−10). TiO2 bulk

limits (rutile, 3.0 eV; anatase, 3.2 eV) are shown as horizontal dashed lines. (Δ) Theoretical results from ref 192.190 (Reprinted with permission from
ref 190. Copyright 2007 American Chemical Society).

Figure 9. Plot of experimental gap (Eexp), DFT transition energy
(HOMO−LUMO energy difference) (EHL), and TDDFT singlet
transition energy (ETD), for inverse n. All units are in eV.193

(Reprinted with permission from ref 193. Copyright 2010 American
Chemical Society).
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defined as αshape = 2AL(γs − γl)/(VΔHm,∞), where L is the
smallest dimension of the structure (i.e., for a sphere, L =
R).195−197 The authors pointed out that the size limit of
thermodynamics is ∼2 nm. The size effects on the melting
temperature are shown in Figure 10A for different shapes of
TiO2 nanostructures.195 For spherical nanoparticles, anatase
was more stable when sizes were smaller than 40 nm.195 The
energy band gap of semiconductors was temperature depend-
ent, which decreased as the temperature increased.195,198 That
was attributed to the increasing interatomic spacing as a result
of the thermally enhanced atomic vibrations.195 In response,
the potential of the electrons decreased, reducing the band
gap.195 The effect of the size on the semiconductors’ energy
band gap can be described with the same αshape parameter
through the melting temperature’s size dependence199,200

α−
= − =∞

∞ ∞

E E

E
T

T L
1

2
g g,

g,

m

m,

shape

(4)

The band gap increased and the melting temperature decreased
when the size decreased, as illustrated in Figure 10B.195 As they
had the lowest αnanowire value among the nanoparticles,
nanowires, and nanotubes,195 TiO2 nanowires had a smaller
band gap than TiO2 nanoparticles and nanotubes.195

Due to the large specific surface area, the surface/interface
effects count more in affecting the overall parameters of
nanomaterials. An increase in a unit cell edge and a reduction in
c were observed experimentally for anatase nanoparticles < 10

nm165,201−203 due to the weakened Ti−Ti repulsion and more
regular TiO6 octahedra in nanocrystalline anatase caused by the
increased Ti vacancies.165,201−203 Figure 11 shows the size-
dependent variations of the anatase unit cell constants relative
to bulk values.166

The anatase−rutile phase transition has been widely
observed for TiO2 and was believed to involve the interfaces
in between and the coalescence of several “prior” anatase
particles.131,144,204−207 It was found that the thermal stability of
nanocrystalline anatase TiO2 and anatase−rutile phase trans-

Figure 10. (A) Melting temperature and (B) band gap vs the (reciprocal) size for (a) spherical and cubic TiO2 nanoparticles, (b) cylindrical and
parallelepipedic TiO2 nanowires with a length of 100 nm, and (c) cylindrical TiO2 nanotubes with a length of 100 nm and a ratio of the outer-to-
inner diameter equals 1.6. Solid, dashed, and dotted lines represent the rutile, anatase, and brookite phases, respectively. Thick black lines represent
the nanostructures with a circular section, and thin red lines represent the nanostructures with a square section.195 (Reprinted with permission from
ref 195. Copyright 2008 American Institute of Physics.)

Figure 11. Size-dependent variations of the anatase unit cell constants
relative to bulk values:166,195 (solid symbols) ref 201; (open symbols)
ref 203. (Reprinted with permission from ref 166. Copyright 2009 The
American Physical Society.)
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formation were size dependent.139,142,208 Phase transformation
occurred at lower temperatures in smaller anatase nanoparticles
than in larger ones.191 Gribb and Banfield found that when the
reacting crystalline anatase was very small the anatase-to-rutile
transformation rate increased rapidly.139 Anatase coarsening
and rutile formation occurred at the same time, and the rate of
transformation depended upon crystallite size.139 Zhang et al.
suggested the phase transformation of anatase TiO2 nano-
particles was a size-dependent outer/inner mechanism.208 They
found that size was the critical parameter.208 For particles with
diameters less than 60 nm, rutile nucleated at anatase interfaces,
while for larger particles, rutile nucleated in the interfaces and
the bulk as well as on the free surface.208 Satoh et al. found the
anatase−rutile phase transition was both irreversible and size
dependent.209 They proposed the nucleus-sized crystal phase
depended on the coordination sites, cis or trans, in the TiO6
octahedra.209 Lin et al. found that higher photocatalytic activity
in the decomposition of 2-chlorophenol was seen on TiO2
nanoparticles with smaller sizes.210 They also suggested that the
primary particle size was a good parameter to predict the
photocatalytic rate, as it was closely related to the electro-
optical properties of photocatalysts.210

Thus, even for pure TiO2 nanomaterials with different sizes,
shapes, and surface morphologies, their structural character-
istics may differ enough to allow self-structural modifications to
achieve tunable electronic, optical, and photocatalytic proper-
ties.

4. SELF-STRUCTURAL MODIFICATIONS IN MIXED
PHASES

4.1. Improved Photocatalytic Performance

Degussa P25 has been widely used as a reference photocatalyst
in photocatalytic studies.20 Degussa P25 is a made of 70 wt %
anatase and 30 wt % rutile and has a surface area of 55 m2 g−l

with an average size of 30 nm.20 Ohtani et al. isolated anatase
and rutile from Degussa P25 by selectively dissolving them
using hydrogen peroxide/ammonia and hydrofluoric acid,
respectively.118 They found that besides the anatase and rutile
a small amount of amorphous phase also existed. Mixed
anatase/rutile including P25 displayed enhanced photocatalytic
performance over pure anatase or rutile nanocrystals.211−216

When these mixed phases were constructed into hollow
microspheres they showed further increased photovoltaic and
photocatalytic performance.105 Anatase/brookite mixture pow-
ders, prepared from thermal hydrolysis of titanium bis-
(dihydroxide) at lower urea concentrations, also showed better
photocatalytic H2 generation activity over TiO2 Degussa P25,
as shown in Figure 12.120 Other mixed phases of TiO2 have also
been reported, such as biphase anatase/brookite TiO2
mesoporous hollow spheres.217 Zhao and Chen et al.
synthesized these submicrometer hollow spheres (23% brookite
phase + 77% anatase phase) via the Ostwald ripening process
with a biocompatible oxalic acid, and these spheres displayed
good performance in photocatalytic degradation of phenol and
RhB.217

4.2. Synergistic Effects

Synergistic effects are often used to explain the enhanced
photocatalytic performance of anatase/rutile nanocomposites
over pure anatase or rutile nanocrystals.211−216 It was suggested
that rapid electron transfer from rutile to anatase occurred at
the interface between these two phases.211,212 An antenna
function was suggested for the rutile phase to extend the

photoactivity into visible wavelengths as well as catalytic “‘hot
spots’” at the rutile−anatase interface.211 The work function
difference across anatase and rutile interface was suggested to
form a built-in electric field at the interface which facilitated the
interfacial charge transfer.214 The interface was key for the
enhanced photocatalytic efficiency.216 It was also pointed out
that catalytically active surfaces were disordered, while ordered
surfaces were inactive.218−222

Charge transfer across the anatase/rutile phases apparently
contributed to the synergistic effects, and the charge-transfer
direction depended on the relative band edge positions of these
two phases.223 Keven et al. found that anatase (101)’s
conduction band edge was 0.2 eV higher than rutile (001)’s
from the fact that anatase’s flat band potential was ∼0.2 eV
more negative than rutile’s from their electrochemical
impedance analysis.224 This band alignment favored the
photoexcited electrons’ transfer from anatase to rutile and the
holes from rutile to anatase, which was supported by evidence
from photocatalytic225,226 and photoluminescence studies.227

The conclusion was also based on the assumption that the
interfacial structure between the anatase and the rutile phases
was made of anatase (101) and rutile (001).223 Xiong et al.
found that the rutile’s EF level laid 0.2 eV above anatase’s based
on their work function measurements with photoelectron
spectroscopy.228 On the other hand, Deak et al. suggested that
the bulk rutile’s conduction and valence-band edges laid about
0.3−0.4 and 0.5−0.6 eV above anatase’s, respectively.119

Scanlon et al. performed both theoretical calculations and
experimental measurements and found that rutile’s conduction
and valence-band edges were 0.22 and 0.44 eV higher than
anatase’s.223 The latter band alignment favored photoelectron
transfer from rutile to anatase and holes from anatase to
rutile.119,223,228 Both alignments apparently (Figure 13)
explained the synergistic effects between these two phases.223

However, in these measurements model systems were
commonly employed, providing clean surfaces.223 In many
photocatalytic systems, nanocrystalline anatase/rutile mixtures
used had unavoidable surface defects. Practical band alignments

Figure 12. H2 evolution over Pt-loaded (■) anatase nanoparticles,
(●) anatase/brookite mixture (28% brookite and 72% anatase), (▲)
brookite nanorods, and (○) Degussa P25; 0.5 g L−1 catalyst, 75 mL of
aqueous methanol solution (4.93 mol L−1), 0.5 wt % Pt, and UG1
black filter.120 (Reprinted with permission from ref 120. Copyright
2010 American Chemical Society.)
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between anatase and rutile thus may seem even more
complicated given that the atomic arrangement in the
anatase/rutile interface is still very elusive and under
investigation.
4.3. Interfacial Structural Properties

Apparently, understanding the interfacial structure is the key to
illuminating the relative electronic band positions of anatase
and rutile and the flow direction of the photoelectrons and
holes. It was suggested that within mixed-phase TiO2 there
were atypically interwoven small rutile and anatase crystal-
lites.211 Penn and Banfield observed with transmission electron
microscopy (TEM) in the anatase particles oriented attachment
induced twin formation along the (112) plane, and the adjacent
ones were likely the nuclei of rutile, whose (010) planes were
parallel to the (112) planes of anatase: (010)R//(112)A (A,
anatase; R, rutile).207 Gouma and Mills found that in the
selected-area electron diffraction (SAED) pattern of the
anatase/rutile interface anatase’s [1 ̅1̅0] zone axis was parallel
to the formed rutile’s [01 ̅1 ̅] zone axis, whereas anatase’s (1 ̅12)
planes were parallel to the rutile’s (2 ̅00) planes.144 An
orientation relationship of the type (011)R//[110]A and
(100)R//(112)A was concluded by their investigation.144

Deskins et al. did the MD simulations with near-coincidence-
site lattice theory and reported that anatase/rutile interfaces
were slightly disordered, and the disorder was limited to a small
interfacial region.145 Due to surface rearrangements, rutile
formation occurred at the anatase side of the interface and
several interfaces, such as (100)R/(100)A and (110)R/(101)A,
were suggested.145 They argued that the (110)R−(101)A

interfaces were preferred as the rutile (110) and anatase
(101) surfaces were most abundant, (Figure 14A), and there

appeared to be a very nice fit between the rutile (100) and the
anatase (100) surfaces with a rearrangement of the top anatase
layer to form a rutile-like layer (Figure 14B).145

Xia et al. suggested that the minority surfaces, rutile (101)
and anatase (001), instead could form interfaces as they showed
the closest bonding arrangements and parameters.229 They
built the interface by matching a (1/√2 × 1/√2) R45 rutile
(101) cell (R45, rotated 45°) with 1 × 1 anatase (001) cell
(Figure 15).229 They found that the interfacial O 2p and Ti 3d
orbital coupling was bigger than the bulk anatase, rutile, or
anatase (001) and rutile (101) surfaces.229 The computed band
gap was 2.1 eV for the anatase (001)/rutile (101) interface, 2.3
eV for anatase (001) surface, 2.0 eV for rutile (101) surface, 3.0
eV for bulk rutile, and 3.2 eV for bulk anatase.229 The interfacial
band gap of the anatase (001)/rutile (101) was between those
of the separate anatase (001) and rutile (101) surfaces.229 They
also found that the interface might absorb long-wavelength
light, causing a directional heating effect across the anatase/
rutile interface where the anatase phase gets much hotter than
the rutile phase.229

Li et al. studied the interfacial structural and electronic
properties of anatase (A), rutile (R), and brookite (B)
composites.230 They found that the HOMO−LUMO gaps of
various surface slabs of the three phases were much smaller
than the bulk values of these phases (see Table 2).230 When the
difference of the HOMO−LUMO gaps of the individual surface
slabs was large [e.g., in the anatase−brookite (A−B, B−A) and
the anatase−rutile (A−R, R−A) composites], the HOMO−
LUMO gaps of the composites were between those of the
individual surface slabs.230 When the HOMO−LUMO gaps of
the individual surface slabs were similar [R(011) and B(001)]
the HOMO−LUMO gaps of the composites became either
smaller or larger than those of the individual surface slabs,
depending on the relative thickness of the each surface slab (see
Table 2).230 The locations of the HOMO and LUMO states in
the composites depended on the compositions of the
composites.230 For the anatase A(110)−brookite B(010)
composite both the HOMO and LUMO states were located
in the anatase part of the composite; for the rutile R(011)−
bookite B(001) composite the HOMO states stayed in the
B(001) slab and the LUMO in the R(011); for the anatase

Figure 13. Two valence/conduction band alignment mechanisms for
the anatase/rutile interface:223 (A) Type I (rutile)162−165,224−227 and
(B) Type II (anatase).119,223,228 Red arrows indicate the flow of
electrons (holes) in the conduction band (valence band). Blue and
orange dots represent electrons and holes, respectively.223 (Reprinted
with permission from ref 223. Copyright 2013 Macmillan Publishers
Ltd.)

Figure 14. Interfaces between (A) (110) rutile and (101) anatase and
(B) (100) ruitle and (100) anatase. Red and green spheres: O atoms
from anatase and rutile, respectively. Gray and blue spheres: Ti atoms
from anatase and rutile, respectively. Solid circled portions show the
lifting of anatase surface O atoms to form six-coordinated rutile Ti,
whereas dashed circled portions show Ob bonding to anatase Ti
atoms.145 (Reprinted with permission from ref 145. Copyright 2007
American Chemical Society.)
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A(010)−rutile (011) composite, the locations of the HOMO
and LUMO states depended on the thickness of each surface
slab.230

In addition, Majumder et al. reported that crystalline TiO2

nanodots formed on single-crystal rutile TiO2 (110) surfaces
via the ion-beam sputtering method displayed enhancement in
visible-light absorbance and a smaller band gap.231 These
findings were consistent with the previous suggestion of the
antenna effect of the rutile phase in extending the photoactivity
into visible wavelengths and catalytic “‘hot spots’” at the rutile−
anatase interface by Hurum et al.,211 the visible-light photo-
chemical activity at the (001) surface by Ariga et al.,160 and the
observed reduced band gap of 2.1 eV of rutile TiO2 (011) by
Tao et al.161 These results are not surprising but may provide
us alternative routes in improving certain properties of TiO2

nanomaterials, as defects, structural reconstruction, distortion,
and disorders are generally expected on the surfaces of and in
the anatase/rutile interfaces.

5. SELF-STRUCTURAL MODIFICATIONS IN
AMORPHOUS/DISORDERED PHASES

Rahman et al. reported that the amorphous TiO2 structure was
not a good photocatalyst because of its large band gap and the
structural disorder.232 Kaur and Singh reported that amorphous
TiO2 nanomaterials had characteristic structural and electronic
properties.233 They studied three bulk TiO2 models with
supercell dimensions of 2 × 2 × 3 (72 atoms), 2 × 2 × 4 (96
atoms), and 3 × 3 × 4 (216 atoms) based on the MD
simulations with Perdew−Burke−Erzerhof (PBE) DFT func-
tionals.233 They found that most Ti−O bond lengths were
between 1.86 and 2.1 Å, whereas crystalline rutile Ti−O bond
lengths were at 2.017 and 2.05 Å.233 They found a relatively
larger band gap and more band tail states for amorphous TiO2

compared to rutile and anatase.233 They suggested that band
tail states were localized due to disorders of the bond angle and
the positions of O and Ti atoms. Higher disorder resulted in
more tailing bands in the band gap.233

Figure 15. Crystal models of the TiO2 rutile (101) surface (A), anatase (001) surface (B), (1/√2 × 1/√2) R45 (rotated 45°) cell in the rutile
(101) surface (C), 1 × 1 cell in anatase (001) surface (D), and rutile (101)/anatase (001) interface (E) in the composite. Dashed lines in C and D
highlight the junction cells in the composite.229 (Reprinted with permission from ref 229. Copyright 2013 American Chemical Society.)
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6. SELF-STRUCTURAL MODIFICATIONS IN
HYDROGENATED PHASES

6.1. Research Progress in Applications

6.1.1. Photocatalysis. Thermal hydrogen (H2) treatment
has been used to enhance TiO2’s photochemical proper-
ties.234−242 Heller et al. found the photoactivity of TiO2 was
enhanced by treating it in H2 at 550 °C due to the increased EF
and the energy barrier which pushed electrons away from the
surface.237 Harris and Schumacher found that this treatment
reduced bulk recombination centers and increased the lifetime
of the holes.234 They found the presence and effects of oxygen
vacancies, Ti3+ species, and hydroxyl groups but were not sure if
the improved photoactivity was a result from all the species
present or only some of them.234 Khader et al. studied the
hydrogen reduction mechanism within 300−500 °C by means
of electrical conductivity.238 Haerudin et al. studied the surface
stoichiometry of TiO2 with Fourier transform infrared (FTIR)
spectroscopy after hydrogen treatment.241 Liu et al. reported
that H2-treated TiO2 had enhanced performance in sulfosali-
cylic acid’s photodecomposition, and a suitable treatment
temperature was around 500−600 °C.242

Chen et al. found that the optical absorption (Figure 16A
and 16B) was dramatically changed and the photocatalytic
activity was largely enhanced by the hydrogenation process
besides the surface structural properties.102 The starting TiO2
nanocrystals were well crystallized, based on the clearly seen
lattice fringes in the high-resolution TEM (HRTEM) image
(Figure 16C).102 The hydrogenated black TiO2 nanoparticles’
surfaces became disordered (Figure 16D), and this disordered
layer’s thickness was about 1 nm.80,102,104,243−245 Hydrogenated
TiO2 nanocrystals displayed largely improved photocatalytic
activity in decomposing methylene blue or phenol or in
generating hydrogen from water/methanol solution.102 They
also reported the black TiO2 nanocrystals’ color did not change
for more than 1 year after they were synthesized.102 The
hydrogenated black TiO2 nanocrystals had a similar Ti4+

bonding environment after hydrogenation, did not resemble
the TiO2 doped with carbon or other impurities, and had an
apparent Ti−OH signal through XPS measurements.102,243

Through theoretical calculation on the electronic structures
they observed midgap states in disordered TiO2 nanocryst-
als.80,102 The higher energy part (∼3.0 eV) was only from Ti 3d
orbitals; the lower part (∼1.8 eV) was mixed from both O 2p
and Ti 3d orbitals.102 The coupling of the hydrogen 1s orbital
to the Ti atom did not contribute to either state.102 Hydrogen
passivated the dangling bonds and stabilized the disordered
lattice.102 Hydrogenation caused lattice disorder in black TiO2
and helped Ti−O bond breakup and Ti−H and O−H bond
formation.80 Disordered lattice was suggested for causing the
midgap states.102 The valence-band edge’s blue shift and the
long-wavelength optical absorption were attributed to the lower
energy midgap states lying below the EF.

102 The enhanced
photocatalytic activity was attributed to prevention of fast
recombination photoexcited electrons and holes in the midgap
states.80,102

Following this report, numerous studies have been carried
out, both experimentally and theoretically, to investigate the
fundamental properties and photocatalytic applications of
hydrogenated black TiO2 nanocrystals.

246−261 Wang and Li et
al. reported that hydrogenated TiO2 nanowires grown in
fluorine-doped tin oxide glass substrate displayed enhanced
optical absorption and photoelectrochemical water-splitting
performance.246 They attributed this enhancement to the
increased oxygen vacancies that served as electron donors.246

Meanwhile, Sn-metal deposition was apparently observed for
the hydrogen-treated samples above 450 °C, but its role was
not explicitly discussed or explained in the study.246 Zheng et
al. found that surface-hydrogenated anatase nanowire micro-

Table 2. Calculated HOMO−LUMO Energy Gaps230

surface
slab

energy
gap/eV composite

energy
gap/eV composite

energy
gap/eV

A(110)a 1.84
A−2Bb 2.02 B−2A 2.41
A−3B 2.00 B−3A 2.31
A−3B-2c 1.90
A−4B 1.99 B−4A 2.10
A−4B-2 1.90

B(010) 2.46
R(011) 1.86

R−2B 1.77 B−2R 1.93
R−3B 1.64 B−3R 1.97
R−4B 1.77 B−4R 1.71

B(001) 1.83
R(011) 1.86

R−2A 1.74 A−2R 1.66
R−3A 1.34 A−3R 1.87
R−4A 1.75 A−-4R 1.75

A(010) 1.69
aA, B, and R represents anatase, bookite, and rutile phase, respectively.
bA−2B refers to the 5-layer anatase/2-layer brookite composite. cA−
3B-2 refers to a second possible structure of the 5-layer anatase/3-layer
brookite composite.230

Figure 16. UV−vis spectra of pure white and hydrogenated black TiO2. (Insets) Photo and HRTEM images of pure white TiO2 (C) and
hydrogenated black TiO2 nanocrystals (D).102 (Reprinted with permission from ref 102. Copyright 2011 The American Association for the
Advancement of Science.)
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spheres prepared from protonated titanate nanotube under a
hydrogen atmosphere exhibit enhanced absorption and photo-
catalytic activity in photodecomposition of 2,4-dichlorophenol
in the visible-light region.247 Wang and Xu et al. reported that
hydrogenated TiO2 nanosheets with exposed {001} facets
showed a high and broad light absorption band toward the
infrared range and enhanced its photocatalytic activity in
decomposing methylene blue.248 Wang and Jiang et al.
produced black TiO2 under hydrogen plasma featuring a
crystalline core/amorphous shell structure and a strong
absorption in the visible- and infrared-light region.249−251 The
large absorption was attributed to the localized surface plasmon
resonance from the high carrier concentration in the
amorphorized shell.249−251 The black TiO2 yielded large
improvement in photocatalytic decomposition of methyl
orange.249−251 Leshuk et al. found that hydrogenated TiO2
nanoparticles’ optical properties strongly depended on the
experimental synthesis parameters in hydrogenation processing,
and worse photocatalytic activities were reported compared
with pure TiO2 nanocrystals.

250,251 Danon et al. reported that
the color and stability of hydrogenated TiO2 nanotubes were
largely related to the type of reactors (glass, stainless steel, and
quartz) in the hydrogenation process.252 Yu et al. demonstrated
that by tuning the hydrogenation conditions the photocatalytic
activity of hydrogenated TiO2 nanocrystals can be flexibly
controlled, possibly due to the control of the bulk to surface
defect distribution.253 Lu et al. recently obtained hydrogenated
TiO2 nanocrystals by treating the commercial Degussa P25
under 35 bar hydrogen and room temperature up to 20 days,
displaying black color and good photocatalytic activity in
hydrogen generation.254 Wei et al. found that hydrogenated
{001}-facets-dominated anatase TiO2 nanosheets had improved
light absorption and enhanced photocatalytic activity, possibly
from formation of Ti−H bonds, Ti3+ ions, and oxygen
vacancies produced by hydrogenation.255 Zheng et al. suggested
that the improved photoactivity of hydrogenated TiO2 might
come from the synergy of surface modification and morphology
improvement.247

Li et al. reported an electrochemically hydrogen-modified
anatase TiO2 by cathodically biasing TiO2 in an ethylene glycol
electrolyte.256,257 The resulting black TiO2 had a significantly
narrower band gap and higher electrical conductivity, with a
largely improved photoconversion efficiency (increased from
48% to 72% in the visible region and from nearly 0% to 7% in
the UV region).256 Independently, Xu et al. reported that
hydrogenated TiO2 nanotubes obtained with an electro-
chemical reduction method showed improved performance in
photoelectrochemical water splitting, possibly due to the
surface oxygen vacancies.258

Buha reported that codoping with hydrogen in C-doped
TiO2 increased the fraction of the disordered phase and further
narrowed the band by introducing the Ti3+ states under the
conduction-band edge, which potentially enabled sub-band-gap
electronic transitions from the valence band and/or also enable
charge trapping.259 Hoang applied both hydrogenation and
nitridation on TiO2 nanowires and found that the visible-light
performance in photo-oxidation of water was enhanced due to
the N-dopant and Ti3+ interaction.260 Pan et al. found the
effects of H and N doping on the photocatalytic and electronic
properties of TiO2 were phase dependent based on a first-
principles study.261 They believed that the improvement of the
photocatalytic performance by (H, N)-co-doping was attributed

to the enhanced visible-light absorption, reduced charge
recombination centers, and increased charge mobility.261

6.1.2. Lithium-Ion Battery. TiO2 has been suggested as a
safer lithium-ion battery anode material over graphite.262,263

Insertion/extraction of lithium proceeds within 1.5−1.8 V vs
the Li+/Li redox couple in TiO2, while it is close to zero for
graphite.262,263 The lithium and TiO2 reaction is suggested as

+ + ↔+ −x xTiO Li e Li TiOx2 2 (5)

where x is the molar fraction of Li in the TiO2. Theoretically, a
capacity value of 335 mAh g−1 or 1.0 Li per TiO2 can be
realized.262,263 Planar chains are formed in anatase TiO2 by two
TiO6 octahedrons sharing two adjacent edges with two other
neighbors.264 Lithium ions travel through the octahedral
interstitial sites.265,266 As Li-ion insertion continues, the unit
cell’s symmetry decreases.265,266 Due to the symmetry loss in
the y direction, the structure changes into orthorhombic Pmn21
from I41/amd when x = 0.5 (Li0.5TiO2).

267 This induces a
decrease in the c axis and an increase in the b axis and results in
a ∼4% unit cell volume increase and a rapid fade in capacity for
lithium storage.268 Therefore, a maximum value of 0.5 for x is
frequently reported for bulk anatase TiO2 for lithium
storage.50,269 Nanometer-scale spontaneous phase separation
into Li0.01TiO2 and Li0.6TiO2 domains occurs in the anatase
structure when Li is inserted.270,271 The flat voltage curve in
bulk anatase indicates a typical biphase Li insertion/extraction
process.270,271 Decreasing the size of the particles into the
nanometer regime changes electrochemical reactions and
lithium’s reactivity.272−274 The nanoscale Li insertion acts
more like a solid solution.272 Enhanced capacity larger than 0.5
Li per unit is expected upon size reduction and special
morphologies of the electrode materials from surface-confined
charge storage and distinct Li-reaction mechanisms.272−274

Shin et al. reported that hydrogenated TiO2 nanocrystals
displayed excellent rate performance for lithium storage.275 The
well-balanced Li+/e− diffusion in the hydrogenated TiO2
nanocrystals was the key factor for their high performance.275

The hydrogen reduction reaction generated VO and increased
the electronic conductivity.275 Meanwhile, over-reduction was
proven detrimental due to decreased free Li+ concentration and
extra electrons.275 Lu and Zhou et al. reported that substantially
improved high-rate performance was obtained by annealing
anodized TiO2 nanotubes in a reducing atmosphere (5% H2
and 95% Ar) by hydrogenation process.276 They suggested this
rate improvement was due to the increase of electronic
conductivity induced by a large number of oxygen vacancies
produced from the hydrogenation treatment.276 Under similar
H2 treatment, rutile nanowire arrays and anatase nanoparticles
displayed enhanced rate capability as well.276 Through
electrochemical impedance measurement they found that
hydrogenation apparently improved the electronic conductivity
and Li+-ion diffusion to facilitate the electrochemical reactions
and improve the rate performance.276 Improved lithium battery
performance in the hydrogenated TiO2 nanocrystals was
reported by Xia et al. as well.52 Li et al. found that
hydrogenated mesoporous TiO2 microspheres showed twice
the rate capability compared to that of mesoporous TiO2
microspheres due to the combination of the short lithium-ion
diffusion path and the high electronic conductivity.277 Their
electrochemical impedance study also revealed that both the
electronic conductivity and the lithium-ion diffusion kinetics
were improved in the hydrogenation of TiO2 microspheres
(Figure 17).277 Shen et al. found that hydrogenated Li4Ti5O12
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nanowires enhanced lithium storage capacity by introducing
Ti3+ through hydrogenation due to higher electrical con-
ductivity, which resulted in high capacity (173 mAh g−1 at C/
5), excellent rate performance (121 mAh g−1 at 30 C), and
good stability.278 Myung et al. also found that nanostructured
black TiO2 had superior performance with a capacity of 127

mAh g−1 at 100 C (20 A g−1) and approximately 86% retention
after 100 cycles at 25 °C.279 Yang et al. reported on the fast
lithium storage performance of hydrogenated anatase TiO2

nanoparticles prepared by a H2 plasma treatment.280 Their
cyclic voltammetry analysis revealed that the improved rate
capability resulted from the enhanced contribution of

Figure 17. (A) Cyclic voltammetry profiles of the hydrogenated (H-TiO2) and pure (A-TiO2) anatase microspheres at a scan rate of 0.5 mV s−1.
Galvanostatic discharge−charge profiles of the (B) H-TiO2 and (C) A-TiO2 microspheres at various rates. (D) Comparison of the rate performance
of the H-TiO2 and A-TiO2 microspheres.

277 (Reprinted with permission from ref 277. Copyright 2013 The Royal Society of Chemistry.)

Figure 18. (A) Cyclic voltammetry curves at a scan rate of 100 mV s−1, (B) areal capacitance as a function of scan rate, (C) galvanostatic charge/
discharge curves collected at a current density of 100 μA cm−2, and (D) cycle performance at a scan rate of 100 mV s−1 of the untreated TiO2, air-
TiO2, and H-TiO2 nanotubes.

281 (Reprinted with permission from ref 281. Copyright 2012 American Chemical Society.)
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pseudocapacitive lithium storage on the particle surface,
possibly due to the combined effect of the disordered surface
layers and Ti3+ species of H-TiO2.

280

6.1.3. Supercapacitor. Lu and Li et al. reported that
hydrogenated TiO2 nanotube arrays displayed improved
performance as supercapacitors.281 They prepared the hydro-
genated TiO2 nanotubes (denoted as H-TiO2) by heating
anodized TiO2 nanotubes under hydrogen environment
between 300 and 600 °C and found that when scanned at a
rate of 100 mV s−1 the sample obtain at 400 °C had a
capacitance of 3.24 mF cm−2, 40 times better than the air-
annealed sample (Figure 18).281 When the scan rate increased
from 10 to 1000 mV s−1, hydrogenated TiO2 nanotubes
showed excellent rate performance with 68% capacitance
retention.281 Hydrogenated TiO2 nanotubes also had good
long-term cyclic stability with 96.9% capacitance retention after
10 000 cycles.281 The improved performance of hydrogenated
TiO2 nanotubes was due to increased densities of carrier and
hydroxyl groups on TiO2 surface from the hydrogenation.281

Li et al. also found that electrochemically hydrogen-modified
anatase TiO2 nanotubes by cathodically biasing TiO2 in an
ethylene glycol electrolyte displayed much higher performance
as a supercapacitor electrode, possibly due to their high
conductivities.256

6.1.4. Fuel Cell. Zhang et al. reported that hydrogen-treated
TiO2 nanotube (H-TNT) significantly improved fuel cells’
performance and durability.282 The H-TNTs’ electrical

conductivity (1.7 mS cm−1) increased 10 times over air-treated
TNTs (0.16 mS cm−1).282 The increased numbers of oxygen
vacancies and hydroxyl groups on the H-TNTs helped to form
uniform nucleation sites in anchoring a greater number of Pt
nanoparticles.282 The decrease in the electrochemical surface
area of the H-TNT electrode was minimal after 1000 cycles,
compared to a 68% decrease for the commercial 20% Pt/C
electrode after 800 cycles (Figure 19).282 In fuel-cell testing, the
H-TNT displayed a maximum power density of 500 mW cm−2

when used as anode and gave a specific power density of 2.68
kW g Pt−1 when loaded with Pt as the cathode.282

6.1.5. Field Emission. Hydrogenated TiO2 nanotube arrays
dramatically improved their field emission properties (Figure
20).283 The turn-on field of hydrogenated TiO2 nanotubes
decreased to 1.75 from 18.23 V μm−1 and depended on the
hydrogenation temperature.283 Hydrogenated TiO2 nanotube
obtained at 550 °C showed a low turn-on field, a high current
density (4.0 mA cm−2 at 4.50 V μm−1), and an excellent field
emission stability over 480 min.283 The enhanced field emission
performance was due to the increased conductivity and
decreased work function of the hydrogenated TiO2 nano-
tubes.283

6.1.6. Microwave Absorption. Gigahertz radar microwave
absorption materials play important roles in many civil and
military applications.284−291 Ferroelectric ceramics and carbo-
naceous materials are the traditional candidates.284−292

However, ceramic ferroelectrics cannot be used as such because

Figure 19. (A) CVs of the nonannealed TNTs, air-TNTs, and H-TNTs. (B) CVs of the H-TNTs electrode from initial cycle to 1000 cycles.
Polarization curves using Pt−Pd−H-TNT−1−450−H as (C) the anode and (D) the cathode.282 (Reprinted with permission from ref 282.
Copyright 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.)
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Figure 20. (A) J−E curves, (B) Fowler−Nordheim, and (C) I−V characteristics plots of pristine and hydrogenated TiO2 nanotubes. (D) Field
emission stability from H:TNAs obtained at 550 °C at a constant electric field of 4.23 V μm−1. Straight line is a guiding line for the viewer.283

(Reprinted with permission from ref 283. Copyright 2012 IOP Publishing Ltd.)

Figure 21. (A) ε′ and (B) ε″ and (C) μ′ and (D) μ″ of pure anatase and hydrogenated TiO2 nanocrystals.
295 (Reprinted with permission from ref

295. Copyright 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.)
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of the large reflection at their interfaces with air.292 TiO2 is
traditionally not a good microwave absorption material, due to
its low absorption in the gigahertz region.127,128,293,294 Xia et al.
has recently shown that hydrogenated TiO2 nanocrystals
displayed excellent microwave absorption performance.295

Complex permittivity and permeability values are used to
evaluate the microwave absorption properties.284−294,296 The
real and imaginary parts of permittivity, ε′ and ε″, are related to
the stored and dissipated electrical energy within the medium.
Their ratio, tgδε = ε″/ε′, is called the magnetic dissipation
factor, indicating the ratio of the lost electrical energy over
stored.284−294,296 Similarly, the real and imaginary part of
permeability, μ′ and μ″, are related to the stored and dissipated
magnetic energy within the medium. Their ratio, tgδμ = μ″/μ′,
is called the magnetic dissipation factor, indicating the ratio of
the lost magnetic energy over stored energy.284−294,296 The
hydrogenated TiO2 nanocrystals/epoxy composites displayed
larger ε′ values in the frequency range 1.0−18.0 GHz (Figure
21A): decreasing gradually from 25.7 at 1.0 GHz to 17.7 at 10.0
GHz. Their ε′ average value was about 4.3 times of the pure
TiO2 nanocrystals (6.1−6.5).

295 Their ε″ value (5.9−10.6) was
larger than that of TiO2 nanocrystals/epoxy composites (0.03−
0.3) as well (Figure 21B), around 70 times improvement.295

Their tgδε value was 15 times bigger.295 Their μ′ value (Figure
21C) was slightly smaller, and the μ″ value behaved differently
(Figure 21D).295 Recently, they also reported that the
microwave absorption performance could be tuned by
controlling the hydrogenation conditions.297

6.2. Debates on the Fundamental Properties

6.2.1. Structural Disorder. Chen et al. observed a clearly
seen disordered surface layer of the hydrogenated TiO2
nanocrystals from the hydrogenation process with
HRTEM.102 Naldoni et al. confirmed formation of a
crystalline/disordered core/shell structure of hydrogenated
TiO2 nanocrystals in a comparative HRTEM study, and they
also revealed that there was a lattice contraction induced by the
existence of VO.

298 A clear crystalline-disordered core−shell
structure was also observed for the hydrogenated TiO2
nanocrystals obtained by treating the commercial Degussa
P25 under 35 bar hydrogen and room temperature up to 20
days in the study by Lu et al.254 Naldoni et al. believed the

narrow band gap (1.85 eV) of their hydrogenated black TiO2
nanocrystals was due to the coeffects of oxygen vacancies and
surface disorder.298 Xia and Chen also confirmed the lattice
contraction of the hydrogenated TiO2 nanocrystals.

244 Jiang et
al. found the lattice distortion during hydrogenation through
HRTEM observations fast Fourier transform analysis.299 Zheng
et al. found that the Raman spectral-broadening hydrogenated
TiO2 nanowire microspheres were most likely from the
disorder or destruction of the crystal lattice.247 Wang and Xu
et al. found that the (101) diffraction peak of hydrogenated
TiO2 nanosheets slightly shifted toward a higher diffraction
angle, indicating a smaller interplanar crystal spacing and
structural changes during the hydrogenation process.248 Wang
and Jiang et al. observed that the hydrogenated black TiO2
nanocrystals had crystalline core/amorphous shell structures.249

Lu and Zhou et al. revealed that the hydrogenated TiO2
nanotube had a very clear surface, while there was an obvious
amorphous layer on the outside surface of the untreated
nanotube.276 They attributed the discrepancy in the structural
change in the hydrogenation with the observation in other
studies as mainly due to the different hydrogenation
conditions.276 Li et al. found there was a weak lattice expansion
because of the oxygen vacancies induced by the hydrogenation
treatment.277 Wang et al. also reported a crystalline core−
amorphous shell structure (TiO2@TiO2−x) of black TiO2
nanocrystals obtained by reducing with aluminum, which
displayed visible and infrared absorption, enhanced photo-
catalytic, solar thermal, and photoelectrochemical properties.300

6.2.2. Ti3+. Liu et al. performed in situ electron spin
resonance (ESR) measurements of VO and Ti3+ in the
hydrogenation of anatase TiO2 nanoparticles (Figure 22).242

When hydrogenated below 300 °C, VO (g = 2.002) and surface-
adsorbed superoxide radical (g = 2.003) were observed.242 Ti3+

started to show up at 450 °C, and its magnitude increased with
further temperature increase, accompanied by the decrease of
VO content.242 At 700 °C, both Ti3+ and VO concentration
decreased and the phase changed to rutile from anatase.242

Chen et al. reported that Ti3+ ions were not detected in
hydrogenated black TiO2 nanocrystals with conventional
XPS.102 Later, with synchrotron X-ray absorption, emission,
and photoelectron spectroscopies they further confirmed the
absence of Ti3+ ions in hydrogenated black TiO2 nano-

Figure 22. (A) ESR spectra of VO and Ti3+ and (B) ESR intensity of VO and Ti3+ as a function of H2 treatment temperature.
242 (Reprinted with

permission from ref 242. Copyright 2002 Elsevier Science Ltd.)
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particles.243 Similarly, Wang and Li et al. found that the Ti 2p
XPS spectra of pure and hydrogenated TiO2 nanowires treated
at 450 °C were identical, confirming the typical characteristics
of Ti4+ and absence of Ti3+ in the hydrogenated TiO2
nanowires.246 Likewise, identical Ti 2p XPS features were
found for hydrogenated and pure TiO2 nanotubes by Zhang et
al.282 and Naldoni et al.298 independently. Wang and Jiang et al.
found the absence of ESR signals of Ti3+ (g = 1.957), indicating
the absence of Ti3+ in hydrogenated TiO2 obtained by
hydrogen plasma, besides their almost identical Ti 2p XPS
spectra.249 However, Wang and Xu et al. found that the Ti 2p
XPS peak of hydrogenated TiO2 nanosheets had a shift toward
lower binding energy with a detectable shoulder ascribed to
Ti3+.248 Lu et al. found XPS signals for the presence of Ti3+

species after the hydrogenated TiO2 surface was cleaned for 1
min and concluded that annealing under H2 produced Ti3+

species inside the lattices instead of on the surface.276 Lu et al.
found there were two extra peaks centered at around 457.9 and
463.5 eV in the Ti 2p XPS spectrum of hydrogenated TiO2
nanotubes and attributed them to the Ti 2p3/2 and Ti 2p1/2
peaks of Ti3+ ions in the hydrogenated TiO2 nanotubes.281

Similarly, Jiang et al. suggested that the peaks at 457.6 and
463.3 eV in the Ti 2p XPS spectrum of hydrogenated TiO2
nanocrystals were due to the Ti 2p3/2 and for Ti 2p1/2 levels
of Ti3+ ions.299 Meanwhile, Naldoni et al. suggested the absence
of the superoxide (O2−) radical signal and the presence of Ti3+

centers were in the bulk of hydrogenated TiO2 nanocrystals
instead of on the surface as seen from their electroparamagnetic
resonance results.298 Yu et al. found that the distribution and
concentration of oxygen vacancy and Ti3+ defects were largely
influenced by the hydrogenation condition (e.g., temperature
and time; Figure 23).253 The trend of these defect changes
against hydrogenation temperature was apparently different
from what Liu reported earlier (Figure 22).242

6.2.3. Ti−H. Zheng et al. found that hydrogenated TiO2
nanowire microspheres exhibited one shoulder peak at the
lower binding energy side of the broader Ti 2p peak and
attributed it to the surface Ti−H bonds formed under hydrogen
atmosphere.247 Formation of surface Ti−H bonds occurred at
the expense of surface Ti−OH bonds, hence decreasing the
number of surface OH groups in TiO2.

247 Wang and Xu et al.

believed that the surface of hydrogenated TiO2 nanosheets was
fully covered with the Ti−H and O−H chemical bonds,
accompanied by Ti3+ and oxygen vacancies.248 They suggested
that the {001} facets of hydrogenated TiO2 nanosheets were
maintained by Ti−H chemical bond formation, resulting in the
change from Ti5c to Ti6c.

248 Wang and Jiang et al. attributed the
peak at 457.1 eV in the Ti 2p XPS spectrum of hydrogenated
TiO2 nanocrystals to surface Ti−H bonds.249 Zhang et al.
suggested the peak at approximately 59.28° in the XRD pattern
of hydrogenated TiO2 nanotubes, which shifted to 59.58° from
59.18° with increased treating temperature, was caused by
formation of a Ti−H bond.282

6.2.4. Ti−OH. Wang and Li et al. found that the
hydrogenated TiO2 nanowires had a shoulder peak at the
higher binding energy side besides the main XPS O 1s peak and
attributed it to the formation of a hydroxyl group Ti−OH.246 In
the O 1s core-level XPS spectra of hydrogenated TiO2
nanotubes Lu and Li et al. attributed the peaks centered at
532.0 and 531.4 eV to Ti−OH groups (Figure 24A).281 A
similar increased Ti−OH XPS feature for hydrogenated TiO2
nanotubes was found by Zhang et al.282 Lu and Zhou et al.
observed similar O 1s XPS spectra of the hydrogenated TiO2
nanotube arrays after cleaning the surface with an electron
beam and concluded that little effect was caused by the
hydrogenation treatment on the O 1s spectra (Figure 24B).276

Harris et al. found that when rutile was heated in hydrogen
the presence of hydrogen in the crystal was indicated with the
OH absorption peaks at 3276 cm−1 due to the H bonded
between two lattice O atoms and at 3323 cm−1 due to H
bonded to a single lattice O atom.234 Hydrogen reduction at
higher temperatures resulted in the production of both OH
groups and oxygen vacancies with the attendant crystal
disorder.234 Zheng et al. found similar results in that for
hydrogenated TiO2 the intensity of the OH peak in the Fourier
transform infrared (FTIR) spectrum was much lower than pure
TiO2.

247 However, Wang and Xu et al. found more surface OH
groups on hydrogenated TiO2 nanosheets.

248 Wang and Jiang
et al. found that both hydrogenated and pristine TiO2 had OH
absorption bands around 3400 and 1635 cm−1.249 Hydro-
genated TiO2 displayed extra peaks at 3685, 3670, and 3645
cm−1 due to tetrahedral coordinated vacancies Ti4+−OH and at
3710 cm−1 due to embedded terminal OH groups (Figure 25A
and 25B).249 Lu and Zhou et al. found that less adsorbed water
and/or hydroxyl groups present hydrogenated TiO2 nanotubes
based on the weaker bands at 3446 and 1645 cm−1.276 Chen et
al. reported that both hydrogenated and pristine TiO2
nanocrystals had similar infrared OH bands around 3400
cm−1 from bridging OH groups and around 3700 cm−1 from
the stretching and wagging of O−H vibrations (Figure 25C).243

The decreased intensity of the terminal O−H mode after
hydrogenation suggested that the O dangling bonds were not
passivated with the hydrogen incorporated into the TiO2.

243

The surface-disordered black TiO2 had a broader OH
absorption band, suggesting a more varied environment for
the OH groups than the white TiO2.

243 Xia et al. found no OH
absorption bands in hydrogenated TiO2 nanocrystals (Figure
25D), while the pure TiO2 nanocrystals had apparent OH
bands.295

Wang and Jiang et al. observed a higher peak at 5.5 ppm in
the 1H nuclear magnetic resonance (NMR) spectra in the
hydrogenated TiO2 nanocrystals from bridging hydroxyl groups
and extra signals at 0.01 and 0.4 ppm from the internal and
terminal hydroxyl groups in the surface disordered layer as a

Figure 23. Photoactivities and EPR spectra of H-aTiO2.
253 (Reprinted

with permission from ref 253. Copyright 2013 American Chemical
Society.)
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result of hydrogenation (Figure 26A and 26B).249 Chen et al.
found that hydrogenated black TiO2 nanocrystals showed a
slightly broader peak at chemical shift +5.7 ppm than pristine
TiO2 nanocrystals.243 They attributed this difference to
hydrogen incorporation at various bridging sites in the
disordered phases or on the facets.243 They also found that
hydrogenated TiO2 nanocrystals had two additional small and
narrow peaks at chemical shifts of −0.03 and 0.73 ppm
compared to pristine TiO2 nanocrystals, indicating the low
hydrogen concentration and the dynamic exchange nature
between hydrogen in the different environments in hydro-
genated TiO2 nanocrystals.243 Xia et al. found that hydro-

genated TiO2 nanocrystals had much smaller OH signals than
the pure TiO2 nanocrystals in their NMR spectra (Figure
26D).295

6.2.5. Oxygen Vacancy. Khader et al. investigated the
electrical conductivity of rutile TiO2 to study the hydrogen
reduction mechanism between 300 and 500 °C.238 They
suggested that the reduction led to oxygen loss and oxygen
vacancy formation

+ → +−x xTiO H (g) TiO H O(g)x2 2 2 2 (6)

+ → +− −HO (s) (g) H O(g) V2
2 2 r

2
(7)

Figure 24. (A) High-resolution O 1s XPS of the TiO2 nanotube arrays with and without H2 treatment.
276 (Reprinted with permission from ref 276.

Copyright 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.) (B) Normalized O 1s core-level XPS spectra of air-annealed (air-TiO2) and
hydrogenated (H-TiO2) TiO2 nanotubes.

281 (Reprinted with permission from ref 281. Copyright 2012 American Chemical Society.)

Figure 25. (A and B) FTIR spectra of pristine TiO2 and TiO2−xHx reported by Wang et al.249 (Reprinted with permission from ref 249. Copyright
2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.) (C) FTIR spectra of pristine TiO2 and TiO2−xHx reported by Chen et al.

243 (Reprinted
with permission from ref 243. Copyright 2013 Nature Publishing Group.) (D) FTIR spectra of pristine and hydrogenated TiO2 nanocrystals
reported by Xia et al.295 (Reprinted with permission from ref 295. Copyright 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.)
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where Vr
2− is a reactive VO.

238 The fresh oxygen vacancies
produced were the active sites for H2 adsorption, acted as
defects in the crystal lattice, and enhanced its conductivity,
because the accompanying electrons moved to the conduction
band.238 As a result, the point defect formation led to the
gradual conductivity increase of rutile with the reduction time
(Figure 27).238 This process included three steps: (1) hydrogen
adsorption on the defects; (2) O2− ion reduction on the
surface; and (3) oxygen diffusion outward.238 Rekoske et al.
reported that reduction of anatase and rutile TiO2 with H2
started from 573 K.240 The initial reduction rate was small due

to the limited number of available surface H atoms and then
was accelerated when more sites were produced for H2

dissociation.240 The reduction rate became independent of
the reduction time as the surface H concentration increased to
the similar consumption rate of surface O.240 The reduction
rate slowed as the surface O supply diminished, until eventually
dictated by the O-atom diffusion to the surface from the lower
layers.240

Haerudin et al. found that formation of oxygen vacancies
occurred on TiO2−P25’s surface by reduction with dry
hydrogen, and water vapor accelerated their formation.241

The density of surface vacancies reached saturation upon
hydrogen treatment above 400 °C, and the vacancies in the
bulk were then formed.241 Electrons were delocalized in the
bulk and occupied the conduction band, causing decreased IR
transmittance and increased electrical conductivity.241 The
number of vacancies was found to be related to the IR
absorbance at 1900 cm−1.241 They found a reaction enthalpy of
183 kJ mol−1 for the formation of vacancies by hydrogen
reduction.241 Onishi found the activation energy was 121 kJ
mol−1 for oxidizing hydrogen on anatase.301

Wang and Li et al. believed that a high density of oxygen
vacancies was created in hydrogenated TiO2 nanowires, served
as electron donors in absorbing visible light, and improved the
photocatalytic activity.246 Wang et al. found that pure TiO2

nanosheets had a strong ESR signal with g values of 1.992 and
1.962, as typical for the Ti3+ center, originating from
substitution of O2− ions by the F− ions, but had no other

Figure 26. (A and B) 1H NMR spectra of pristine TiO2 and TiO2−xHx reported by Wang et al.249 (Reprinted with permission from ref 249.
Copyright 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.) (C) 1H NMR spectra of pristine TiO2 and TiO2−xHx reported by Chen et
al.243 (Reprinted with permission from ref 243. Copyright 2013 Nature Publishing Group.) (D) 1H NMR spectra of pristine and hydrogenated TiO2
nanocrystals reported by Xia et al.295 (Reprinted with permission from ref 295. Copyright 2013 WILEY-VCH Verlag GmbH & Co. KGaA,
Weinheim.)

Figure 27. Change of the electrical conductivity, σ, of the rutile pellets
with reduction time.238 (Reprinted with permission from ref 238.
Copyright 1993 American Chemical Society.)

Chemical Reviews Review

dx.doi.org/10.1021/cr400624r | Chem. Rev. 2014, 114, 9890−99189909



signal, such as O2 or O
2−.248 On the other hand, hydrogenated

TiO2 nanosheets gave a very different and stronger ESR signal
of the Ti3+ and O−.248 Jiang et al. found that Ti3+−VO
associates, vacancy clusters, and voids of vacancy associates
were produced in hydrogenated TiO2 nanocrystals based on a
positron annihilation lifetime spectroscopy study.299

Li et al. found in hydrogenated TiO2 nanotubes (H-TNTs)
oxygen vacancies were shallow donors and increased the
electronic conductivity and photoelectrocatalytic perform-
ance.302 Pesci et al. examined the oxygen-deficient H:TiO2
nanotube arrays with transient absorption spectroscopy and
suggested that with a small external bias the improved electrical
properties allowed effective fast spatial separation of electron−
hole pairs which suppressed charge carrier recombination and
enhanced the activity.303

6.2.6. Valence-Band Edge. Chen et al. attributed the black
color of the hydrogenated TiO2 nanoparticles to the valence-
band shift, evidenced from valence-band XPS measurement
(Figure 28A).102 Naldoni et al. also confirmed the valence band
shift of hydrogenated TiO2 nanocrystals independently.298

They found that both the valence band and the band tail blue
shifted in the hydrogenated TiO2 nanocrystals toward the
vacuum level compared to the band edge of pristine TiO2
nanocrystals.298 However, Wang and Li et al. revealed that pure
and hydrogenated TiO2 nanowires had similar valence-band
structures, suggesting that the valence-band position was barely
influenced by the hydrogen treatment (Figure 28B).246 A
similar observation was obtained on hydrogenated TiO2
nanosheets.248,249 Lu et al. found that although the valence
band XPS spectra were very similar for hydrogenated and pure
TiO2 nanotubes, differences in the valence-band spectra were
observed after surface cleaning in that the valence-band edge of

hydrogenated TiO2 nanotubes shifted slightly toward the band
gap, indicating slight narrowing of the band gap by the
hydrogenation modification, which they attributed to the
oxygen vacancies inside.276 Chen et al. recently reported that
Ti3+ ions did not contribute to extra band-gap states of the
hydrogenated TiO2 nanocrystals.

243 They found that when Ti3+

showed up, the midgap states disappeared.243 They measured
the Ti 2p XPS and valence-band XPS changes before and after
shining an X-ray beam for an extended time.243 Before X-ray
irradiation, hydrogenated and pristine TiO2 nanocrystals
displayed almost identical Ti 2p XPS spectra and the
hydrogenated TiO2 exhibited additional midgap states.243

After 3 h X-ray irradiation a peak appeared at 457.0 eV in
the Ti 2p XPS spectrum of hydrogenated TiO2 nanocrystals,
which was a typical characteristic of Ti3+ species, and
simultaneously the midgap states disappeared, resulting in
almost identical valence-band XPS spectra of the black and
white TiO2 nanocrystals (Figure 28C and 28D).243

6.2.7. Stability. Chen et al. found that the hydrogenated
black TiO2 nanocrystals exhibited substantial stability during
the photocatalytic hydrogen generation from water under
sunlight.102 Throughout the 22-day testing period the black
TiO2 nanocrystals exhibited persistent high H2 production
capability under the full spectrum solar irradiation when loaded
with 0.6 wt % Pt in a 1:1 water−methanol solution.102 By
heating amorphous TiO2 under H2 stream Naldoni et al.
obtained black TiO2 powder that was stable over 10 months in
air.298 Yu et al. synthesized different color anatase TiO2
nanocrystals, which were blue after shorter hydrogenation
and gray after longer hydrogenation treatments.253 The color
did not change after several months’ storage under ambient
environments.253 Li et al. reported their electrochemically

Figure 28. (A) Valence-band XPS spectra of the white and black TiO2 nanocrystals.
102 (Reprinted with permission from ref 102. Copyright 2011

The American Association for the Advancement of Science.) (B) XPS valence-band spectra of the pristine TiO2 and hydrogenated H:TiO2
nanowires. Dashed lines highlight the linear extrapolation of the curves, deriving a band edge position of ∼1.2 eV.246 (Reprinted with permission
from ref 246. Copyright 2011 American Chemical Society.) (C) Synchrotron Ti 2p and (D) VB XPS spectra of white and black TiO2 before and
after 3 h of 635 eV X-ray illumination.243 (Reprinted with permission from ref 243. Copyright 2013 Nature Publishing Group.)
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hydrogen-modified anatase displayed good stability in their
highly improved supercapacitor testing.256 Their doped black
TiO2 was claimed highly stable with the beneficial effects
persisting for over 1 year and possessed a significantly narrower
band gap and higher conductivity.256 Danon et al. claimed that
formation of black TiO2 nanotubes depended on the reaction
vessel’s material.252 In a stainless steel reactor, the nanotubes’
color was black; in a quartz reactor, the color was blue, which
turned white when exposed to air.252

It may be meaningful to note that the stability of the
hydrogenated TiO2 nanocrystals can be damaged by high-
energy irradiations, such as X-ray. Chen et al. observed that
upon 3 h X-ray irradiation the black TiO2 nanocrystals lost their
characteristic XPS features and had almost the same valence-
band XPS results as white TiO2 nanoparticles.

243

6.2.8. Theoretical Models. Chen et al. found that in
hydrogenated TiO2 nanocrystals midgap states and a reduced
band gap were obtained with hydrogenated lattice disorders.102

In their disordered TiO2 nanocrystal model H atoms were
bonded to O and Ti atoms.102 Two groups of midgap states
were predicted at about 3.0 and 1.8 eV, respectively.102 The
higher energy group was only made of Ti 3d orbitals.102 The
lower energy group was mixed O 2p and Ti 3d orbitals.102 The
hydrogen 1s orbital contributed little to either group but
stabilized the lattice disorders by passivating their dangling
bonds.102 Lattice disorders contributed to the midgap states
and the Fermi level located below 2.0 eV.102

Lu et al. investigated the hydrogenation effect on the
structure and photocatalytic properties of anatase TiO2 (101)
and (001) surfaces with DFT-PBE calculations.304 They
proposed that the high photoactivity of disorder-engineered
TiO2 nanocrystals was ascribed to surface effects (Figure
29).304 They found that hydrogen atoms were chemically
absorbed on both Ti5c and O2c atoms for (101), (001), and

(100) surfaces by taking into account the synergistic effect of
Ti−H and O−H bonds.304 They suggested that the hydro-
genation-induced lattice distortions on (101) and (100)
surfaces of nanoparticles enhanced the intraband coupling
within the valence band, while the (001) surface was not largely
affected.304 They indicated that the adatoms not only induced
the lattice disorders but also interacted strongly with the O 2p
and Ti 3d states, resulting in a considerable contribution to the
midgap states.304 They found the optical absorption was
dramatically red shifted due to the midgap states and the
photogenerated electron−hole separation was substantially
promoted as a result of electron−hole flow between different
facets of hydrogenated nanoparticles.304 This accounted for the
exceptionally high-energy conversion efficiency of black TiO2
under solar irradiation.304 Moreover, they found that hydro-
genation reversed the redox behavior of different surfaces of
nanoparticles and therefore proposed that one could tune the
photoexcited electron−hole flow between different surfaces of
nanoparticles in accordance to one’s request by appropriate
chemical surface treatment.304

Liu et al. pointed out that hydrogenated black TiO2 required
not only hydrogen passivation of Ti and O dangling bonds on
the surface.80 With the DFT-PBE and hybrid functional
calculations they investigated hydrogen’s role in creating lattice
disorders in the nanocrystals.80 They examined the effects of
lattice distortion on the electronic energy bands upon using a 2
× 2 × 1 supercell with the formula Ti16O32 (Figure 30A).80

They found that (Figure 30B) the CBM did not change upon
O-sublattice distortion but red shifted upon Ti-sublattice
distortion; the VBM blue shifted in either case (Figure
30C).80 The small effect of the O distortion upon CBM was
attributed to the nature of the Ti 3d orbital featured CBM.80

The lattice disorder was mainly due to the O distortion.80

Hydrogenation played an important role in reducing the
distortion energy in raising the VBM.80,102

They examined further the hydrogenation effect by
comparing two bulk anatase models, either with an interstitial
H2 molecule or with two H atoms bonded to O and Ti
separately.80 The CBM electrons were not sensitive to local
lattice distortions nor to H-bonding-induced changes.80 The
midgap states changed upon both lattice distortion and H
bonding.80 The enhanced photocatalytic efficiency was due to
the different spatial extent of the conduction electron and

Figure 29. (A) Schematic drawings of anatase TiO2 nanoparticles
grown in acidic solution. (B, C, and D) Relaxed surfaces of the clean
(101), (001), and (100) facets, respectively. (E) Illustration of the
layered structure (s-layer) of anatase TiO2 and the (101), (001), and
(100) facets sloping, parallel, and perpendicular to the s-layers,
respectively; the arrow in E denotes the soft axes lying along the [001]
direction. (F) Spatial separation of the photogenerated electron−hole
pairs as a result of electron−hole flow between the hydrogenated
(101) and (001) facets.304 (Reprinted with permission from ref 304.
Copyright 2011 The Owner Societies.)

Figure 30. (a) 2 × 2 × 1 anatase supercell, where the sky blue and red
balls represent Ti and O atoms, respectively. Variations of VBM
(represented by squares), CBM (circles), and total energy (triangles)
calculated by PBE (black) and the hybrid functional (red) as a
function of the distortion of (b) the O sublattice and (c) the Ti
sublattice.80 (Reprinted with permission from ref 80. Copyright 2013
American Physical Society.)
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midgap hole states which separated the photoexcited electrons
and holes.80 The lattice distortion caused by H in bulk anatase
was not the most stable and might release hydrogen from the
lattice even at room temperature.80

Pan et al. investigated the effects of H doping on the
electronic properties of three TiO2 polymorphsanatase,
rutile, and brookite.261 They suggested that incorporation of
hydrogen, interstitially or substitutionally, was important for n-
type TiO2 formation.261 Interstitial hydrogen caused band-gap
narrowing, while substitutional hydrogen did not reduce the
band gap of anatase.261 (H, N)-co-Doping narrowed the band
gap and improved the photocatalytic performance of anatase
and brookite TiO2 with more absorption in visible light but had
little effect on rutile TiO2.

261

7. CONSIDERATION OF ELEMENTARY DEFECTS IN
SELF-STRUCTURAL MODIFICATIONS

The correlation between the defect constitution of solids and
their catalytic activity was widely accepted as a formal basis to
explain the details of their catalytic process since 1949.305 For
TiO2 it was demonstrated that the very pure stoichiometric
TiO2 was not an active catalyst for certain chemical
syntheses.305 In general, six kinds of native-point defects may
exist in the TiO2: the vacancies of titanium (VTi) and oxygen
(VO), the interstitials of titanium (Tii) and oxygen (Oi), and
two antisite defects of TiO and OTi. As TiO2 is naturally
reduced and n-type, Tii and VO were usually proposed and
resulted in the apparent oxygen deficiency (Od) of
TiO2−x.

306−308 However, their exact roles in affecting the
electronic structures of TiO2 have not been completely
understood.

7.1. Experimental Results

An oxygen-deficient rutile phase TiO2−x (x < 0.008) can be
obtained under usual growth conditions.309 The Magneli phase
will be formed for larger values of x, whose structure may be
regarded as consisting of an ordered array of planar defects.310

In 1958, D. C. Cronemeyer studied rutile single crystals
reduced with hydrogen at 700 °C and attributed the increased
electrical conductivity to the ionization-trapped electrons in
VO.

311 Samples with electrical resistivity larger than 0.04 ohm·m
displayed an optical absorption peak around 0.75 eV.311

Samples with electrical resistivity less than 0.03 ohm·m had
an optical absorption peak at 1.18 eV.311 The shift of the
absorption peak was attributed to the change of thermal
activation energy with VO concentration.311 J. H. Becker and W.
R. Hosler found multiple-band conduction in n-type rutile at
temperatures above 40 K.312 Hasiguti et al. suggested the
dominant defects for the electrical conductivity were mostly
interstitial Ti ions in the Od range from 3.7 × 1018 to 1.3 ×
1019/cm3.313,314

Sekiya et al. found that oxidation or reduction controlled the
color of the anatase single crystal that was annealed in
hydrogen or oxygen atmosphere (Figure 31).315 The as-grown
crystal’s color changed from pale blue through yellow to
colorless when annealed in oxygen.315 The color changed back
to pale blue or dark blue when annealed in hydrogen.315 The
dark blue crystal turned dark green, yellow, and colorless after
being heated in oxygen again.315 Absorption spectra showed
that the color came from the absorption bands located on the
lower energy side rather than 2.5 eV or bands just below the
fundamental absorption edge.315 On the basis of the change in
optical absorption depending on the annealing condition and

the results of the ESR measurement the authors proposed some
models for these crystals containing various defects.315 The
colorless crystal was assumed to contain few defects.315 In the
pale blue crystal some hydrogen penetrating into the bulk
resulted in hydroxyl group formation and supplied the
conduction electrons.315 The pale blue crystals were suggested
to contain a few vacant oxygen sites.315 In the dark blue and
dark green crystals, some oxygen vacancies were indicated to
coexist with the conduction electrons.315 In the yellow crystal
some electrons were trapped on the oxygen vacancies and
absent in the conduction band at temperatures higher than 70
K.315

7.2. Theoretical Analysis

Due to the complexity of forming native defects in TiO2 it is
challenging to reveal a particular impurity’s effect simply by
measuring the doping-dependent photocatalytic process.316

With the advantage of building ideal isolated defect models,
theoretical resultsespecially those first-principles calcula-
tionswere expected to provide some instructive insights
into the defect chemistry of TiO2.

316

Using a semiempirical self-consistent method, Yu et al.
studied the electronic structure of point defects in reduced
rutile.317 They reported that the donor levels of oxygen
vacancies and interstitial titanium were around 0.7 eV below the
conduction band edge.317 Using the GGA-PBE functional, He
and Sinnott presented DFT calculations on the formation
energies of Schottky (vacancy) and Frenkel (vacancy +
interstitial) defects in rutile.318 The Frenkel defect was easier
to appear in rutile at low temperatures than the Schottky defect,
and their formation enthalpy difference was about 1 eV.318 Both
Frenkel and Schottky defects preferred to form a cluster rather
than to scatter.318 Schottky and Frenkel had similar band
features but with a smaller band gap than that of the defect-free
structure.318 Cho et al. found that the VO did not produce a
defect level in the band gap, while the interstitial titanium
generated a localized state 0.2 eV below the conduction band
edge.309

Na-Phattalung et al. investigated the atomic structures and
electronic properties of point defects in anatase (Figure 32).316

They found that Tii was a low-formation-energy quadruple
donor and caused n-type conductivity.316 VO had a higher
formation energy and a lower kinetic energy to be created from
perfect crystal.316 Postgrowth formation of VO was possible by
heating the sample for some time.316 Oi bonded to lattice
oxygen impulsively to form an electrically inactive O2 dimer,
and antisite defects had high formation energies to automati-

Figure 31. Change in characteristic color depending on the heat
treatments, where white, gray, and black arrows represent heat
treatments under hydrogen, inert, and oxygen atmospheres,
respectively.315 (Reprinted with permission from ref 315. Copyright
2004 The Physical Society of Japan.)
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cally break into isolated interstitials and vacancies.316 Tii, Oi,
VTi, and VO produced no defect levels to the band gap.316

Despite the detailed DFT descriptions given on the
electronic properties of point defects in TiO2 there were
arguments that such approaches based on pure exchange−
correlation functionals cannot satisfactorily reproduce the
experimental findings.319,320 Di Valentin et al. pointed out
that limited by the insufficient cancelation of the self-interaction
energy pure DFT functionals might fail in describing the
localized states, particularly of excess holes and electrons in
wide-band-gap semiconductors and insulators such as VO
centers in TiO2.

319,320 They suggested that inclusion of a
Hartree−Fock (HF) exchange or Hubbard term (GGA+U)
enhanced the Ti 3d1 defect state description and induced the
polaronic distortion.319,320 With the help of spin-polarized
hybrid DFT calculations they investigated the Tii atom’s charge
and spin state in reduced bulk anatase and rutile TiO2.

320 A Tii
atom in an interstitial cavity instantly turned into a Ti3+ ion,
donating three electrons to the lattice Ti ions and keeping one
on its 3d shell. Both interstitial and lattice Ti3+ ions induced
new states near 1.0−1.5 eV below the CBM in the band gap.320

These states were spread in an interval of 0.7−0.8 eV as they
were exposed to different adjacent environments.320 Janotti et
al. investigated VO in rutile with the hybrid functionals.321 VO
was a shallow donor in the band gap, and the energy of the +2
charge state (VO

2+) was lower than the +1 charge (VO
1+) and

neutral states (Figure 33).321 The low formation energy of VO
2+

explained the n-type conductivity of TiO2 single crystals heated
under O-poor conditions.321

8. SUMMARY
Self-structural modification is indeed not new to the extensive
research so far on TiO2. Rather than concerning the properties
from alien atoms or substances it describes the structural
deviation of different phases of TiO2. In fact, structural
deviation may originate from porous, amorphous, mixed-
phase, disordered, or low-dimensional TiO2, where the

chemical bondings deviate from the specific bulk styles more
or less and bring the adjustments to its electronic properties.
Any structural deviation from the bulk value would expect to
bring up corresponding electronic, optical, and photocatalytic
property changes, as these properties depend largely on the
couplings of the atomic orbitals (O 2p and Ti 3d for TiO2)
which are a function of the structural parameters.
Surface effects are observed to cause dramatic electronic and

optical property changes due to the unsaturated atoms and the
reconstructed morphology. Lattice strain, which causes the
lattice parameter changes, apparently brings up additional
electronic structural changes. Reducing the size of TiO2 to the
nanometer scale, i.e., below its Bohr radius values, largely
magnifies these surface and lattice-strain effects, with an
increase of the ratio of surface atoms and the lattice deviation
in the TiO2 nanomaterials compared to their bulk counterparts.
Coupling one phase with another in the mixed TiO2

composite has proven to be efficient in improving its
photocatalytic performance from the synergistic effects. The
synergistic effects may include better charge separation, long-
wavelength antenna, and catalytic “hot spots” at the interface,
which is experimentally and theoretically suggested to be
involved with structural disorders. The direction of the
photogenerated charge flow across the interface in the
heterogeneous composite depends on the relative positions of
the electronic structures (CBM and VBM) and their interfacial
atomic structures. Both experimental measurements and
theoretical simulations show the interfacial structures feature
with disordered phases. Further investigations on the atomic
bonding information are apparently needed to understand
better the synergistic effects in composite nanomaterials, such
as anatase/rutile, brookite/anatase, and brookite/rutile mix-
tures.
Disordered and amorphous phases are apparently still among

the most challenging tasks to tackle both experimentally and
theoretically, partially due to the lack of control of the basic
structural parameters of these phases. Thus, the progress in this
field is relatively not prominent.

Figure 32. DFT-calculated defect formation energies in bulk anatase as
a function of the EF under the Ti-rich (A) and O-rich (B) growth
conditions, respectively. The slope of the line indicates the charge state
of the defect. The Fermi energy is referenced to the top of the valence
band. Vertical dotted line is the calculated band gap at the special k
point.316 (Reprinted with permission from ref 316. Copyright 2006
The American Physical Society.)

Figure 33. Calculated position of the single-particle a1 state of the VO
in TiO2. PBE and HSE band structures were aligned as described in
the text. Results for various charge states and for both unrelaxed and
relaxed vacancies are shown. For VO

+, the position of the a1 state in
both spin-up and spin-down channels is also indicated. Positions of
states above the CBM were estimated based on projected densities-of-
states on the three nearest-neighbor Ti atoms and are represented by
dashed lines.321 (Reprinted with permission from ref 321. Copyright
2010 The American Physical Society.)
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+ →
Δ

− −xTiO H TiO , TiO , TiO H ...?x x x2 2 2 2 2 2 (8)

Although the chemical reaction in the hydrogen treatment of
TiO2 nanocrystals seems to be simple and straightforward, the
reaction mechanism, the resultant products, and their proper-
ties are still not conclusive (eq 8). Contradictory results have
been constantly reported on the physical properties, chemical
properties, and photocatalytic performance of hydrogenated
TiO2 nanocrystals. Observations of structural disorder or not,
appearance of Ti3+, Ti−H, and oxygen vacancy or not, increase
or decrease of the signal of Ti−OH, and shift of the VB band
edge or not are all under debate, besides the different
interpretations from the theoretical calculations. One of the
reasons could be inherent in the complicated nature of this
reaction itself. Another reason could be experimental, as
samples from different groups are normally prepared under
different conditions. These conditions may directly change the
reaction pathways and thus the final properties of the
hydrogenated TiO2 nanomaterials. Nevertheless, hydrogenated
TiO2 nanomaterials have been shown with enhanced perform-
ance in many applications, including photocatalysis, lithium-ion
battery, supercapacitor, fuel cell, field emission, and microwave
absorption. Further investigation may reveal more information
on the underlying reaction mechanisms as well as the
physiochemical properties and thus open new applications for
hydrogenated TiO2 nanomaterials.
The debate on the fundamental properties may seek help

from traditional defect chemistry and physics, where the
stoichiometric chemistry of TiO2 may no longer hold and large
structural deviations exist. These may involve the broad
variations of bond angle and bond length; it would be
necessary to consider the overall changes of the chemical
environment rather than to focus locally on the defects, such as
Ti3+ or VO.
In brief, self-structural modification has been proven

especially useful for enhancing its advanced functionalities for
TiO2 nanomaterials, such as in photocatalytic application for
harvesting solar energy. The insight obtained thus may be
transferred to other oxide nanomaterials in various applications.
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