High resolution optical image restoration for ground-based large telescope using phase diversity speckle
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A B S T R A C T
Phase diversity speckle (PDS) is an image restoration technique which is based on the idea of phase diversity (PD). It uses multi-frame short-exposure image sequence to calculate their corresponding wavefront information. Each image pair consists of two images collected by two cameras at the same time with one in focus and the other with known defocus value. Multi-frame processing can significantly improve the target signal to noise ratio, and decrease noise influence. In this paper, based on the principle of pupil Fourier imaging, by adjusting the pupil size, we get different scales of the optical point spread function (PSF). Also, we analysis different camera noise distribution channels, location differences and other factors to optimize the objective evaluation function, and this can reduce the computational complexity and improve the processing speed of image restoration. In the indoor environment, we build optical platform, and use multi-frame phase diversity speckle to make experiment under different turbulence conditions. The experimental results show that the image restoration effect of the proposed method is close to the diffraction limit.
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1. Introduction

The performance of high-resolution ground-based telescope imaging is limited by atmospheric turbulence. Regardless of how much the telescope aperture is, optical resolution is limited to the level of 1 arc second. To meet the imaging requirements, the telescope should have capabilities of tracking moving target to ensure the moving target relatively static. This leads to one fact: during the transmission from the reflecting light of the object, the atmospheric turbulences in the wavefront [1] caused special and temporal fluctuations, thus making the image had a serious degradation. Real-time adaptive optics technology can compensate for atmospheric turbulence. It is a more mature technology at present. However, the adaptive systems are complex and expensive, and the correct effect is based on observing conditions, object and system performance. In addition, since adaptive optics only corrects partial frequency components, the corrected images also need post-image processing.

Phase diversity method was first proposed by Gonsalves and Childlaw [2]. The main idea is to acquire two images simultaneously with one in focus and the other defocus, and calculate wavefront phase distribution with the knowledge of defocus value and restore the object. Paxman and others further improved the PD theory with the combination of speckle imaging techniques. They proposed the phase diversity speckle (PDS) method of collecting one pair or more of the short exposure image from both focal plane and defocus plane, and gave the mathematical model under Gaussian noise and Poisson noise, which greatly improves the PDS in the case of noise estimation accuracy. Vogel and others used inverse related theory to propose a fast numerical solution [3,4]. Löfdahl and others successfully applied the PDS theory to the solar observation, and obtained high-resolution images of the solar surface [5,6].

This paper, based on the above, uses a high-precision translation platform to move a high-speed cooling camera imaging system, and collects multi-frame short-exposure image from the focal plane and defocus plane, and uses defocus phase difference to estimate both object and wavefront phase. Meanwhile, we analyze noise distribution channels, location differences and other factors on different camera, and optimize the object evaluation function to reduce the computational complexity and improve the processing speed of image restoration.

2. PDS principles and models

Fig. 1 shows PDS image acquisition system with focal plane channel and defocus plane channel. In the defocus plane channel, a spectroscopic is placed and the amount of defocus is known. PDS image restoration can be regarded as an inverse problem [7] to solve the object and the wavefront phase with known turbulence. The use of multiple channels improves the ill-posed problems, and the
use of multi-frame short exposure images improves object signal to noise ratio.

2.1. Imaging model

Atmosphere and telescope basically compose the linear space-invariant system. In the non-coherent light illumination, the imaging formula of Gaussian noise model is as follows [8]:

\[ d(x) = f(x) \times s(x) + n(x) \]  

(1)

Where \( d \) is actual object image collected on the CCD, \( f \) is the ideal object image, \( s \) is point spread function, \( n \) is Gaussian noise, and \( x \) is coordinate on image plane.

With the condition of near-field, the point spread function is denoted as follows:

\[ s(x) = \left| \mathcal{F}^{-1} \{ P(v)e^{i\phi(v)} \} \right|^2 \]  

(2)

Where \( \mathcal{F}^{-1} \) is inverse Fourier transform, \( v \) is pupil plane coordinate, \( P \) is pupil function, \( \phi \) is wave-front phase, which can be decomposed into a set of Zernike polynomials,

\[ \phi(v) = \theta(v) + \sum_{m=4}^{M} \alpha_m Z_m(v) \]  

(3)

Where \( \alpha_m \) is \( m \)th coefficients of the polynomial, \( Z_m \) is \( m \)th Zernike polynomial base, \( \theta \) is the known defocus phase.

2.2. Evaluation function

In the Gaussian noise model, the mean variance between the object and multi-channel image can be used as the likelihood function [9–11], and it can be expressed in the frequency domain as:

\[ L(|\alpha|_2) = \frac{1}{2N} \sum_u \left( \sum_{t=1}^{T} \sum_{c=1}^{C} |D_{tc}(u) - PS_{tc}(u)|^2 + \gamma |F(u)|^2 \right) \]  

(4)

Where \( u \) is the frequency domain coordinates, \( T \) and \( C \) are the number of frames and channels respectively, \( N \) is the total number of pixels of a single image, \( |\alpha|_2 \) is \( t \)-frame Zernike coefficient to be solved, \( \gamma |F(u)|^2 \) is Tikhonov regularization term [3,4], which can improve the algorithm stability and convergence rate, where \( \gamma \) is the non-negative regular coefficients.

By the maximum likelihood estimation theory, the object estimation is a process that is separated with phase estimation to obtain object-independent evaluation function [10]. Among them, the object estimation formula is the middle process to derive the evaluation function with the Wiener filter form, and it can effectively reduce the noise.

\[ L(|\alpha|_2) = \frac{1}{2N} \sum_u \left( \sum_{t=1}^{T} \sum_{c=1}^{C} |D_{tc}(u) - PS_{tc}(u)|^2 + \gamma |F(u)|^2 \right) \]  

(5)

\[ F = \sum_{t=1}^{T} \sum_{c=1}^{C} D_{tc} S_{tc}^* \]  

\[ y' + \sum_{t=1}^{T} \sum_{c=1}^{C} |S_{tc}|^2 \]  

(6)

When evaluation function is determined, the image restoration process can be described as a nonlinear optimization extremum process. In this paper, we use simple constraints limited memory quasi-Newton method (L-BFGS-B) [12,13] that is suitable for large-scale variable optimization, and write C++ based software optimization platform. After a long test, the algorithm has better convergence efficiency.

2.3. The improvement of the objective function

During the iterative process of PD, when calculating the objective function and its partial derivatives, each individual \( S_{tc} \) should be calculated according to \( |\alpha|_2 \). And each \( S_{tc} \) requires Fourier transform of four double-precision calculations, which greatly increased the difficulty of hardware implementation of the algorithm PD. In addition, it reduces the parallel efficiency of hardware implementation, and increases data transfer between DSP and FPGA. Apart from this they are simple matrix-bit computing, and it is easy to use FPGA to implement. So in order to construct a PD for hardware processing of the object function and its derivative, the key question is how to rewrite the solution function of \( S_{tc} \).

As we all know, the set of Zernike polynomial functions is a complete set on the unit circle. And we can get the following equation:

\[ H = P(v)e^{i\phi(v)} = \sum_{m=1}^{M} \beta_m Z_m(v) \]  

(7)

Eq. (7) is also the basis of extended Zernike derivation. Where \( \beta_m \) is complex number, \( \alpha_m \) in formula (3) is real number. So generalized pupil function on \( c \) channel of the \( t \) frame is

\[ H_{tc} = P(v)e^{i\phi(v)+\theta_t(v)} = \sum_{m=1}^{M} \beta_m Z_m(v)e^{i\theta_t(v)} \]  

(8)

Where \( \theta_t(v) \) is the known fixed wavefront differences between channel 1 and channel \( c \). Next we calculate its optical transfer function:

\[ S_{tc} = \mathcal{F} \left[ \left| \mathcal{F}^{-1} \{ H_{tc} \} \right|^2 \right] \]  

(9)

\[ S_{tc} = \sum_{m=1}^{M} \beta_m \beta_m^* A_{mn} \]  

(10)

\[ A_{mn} = \mathcal{F} \left[ \left| Z_m(v)e^{i\theta_t(v)} \right|^2 \mathcal{F}^{-1} \{ Z_m(v)e^{i\theta_t(v)} \}^* \right] \]  

(11)

\( A_{mn} \) can be calculated in the initialization process of PDS, even for a fixed PDS optical route, \( A_{mn} \) is the same, and a matrix can be stored in the FPGA as an constant. Then the calculation of the objective function during iterative process of PDS is simple to use formula (10) to obtain \( S_{tc} \), and the polynomial suitable for parallel computing using FPGA circuit. The calculation of partial derivative
According to \( \beta \) for the objective function is also simply a derivative of the polynomial. Next the each partial derivative equation according to each variable of the improved objective function is given:

\[
\frac{\partial L}{\partial \text{Real}(\beta_{tn})} = -\frac{1}{N} \text{Real} \left( \sum_{x,y} \sum_{c=1}^{C} R_{tcn} Q_{tc} \right)
\]

(12)

\[
\frac{\partial L}{\partial \text{Imag}(\beta_{tn})} = -\frac{1}{N} \text{Real} \left( \sum_{x,y} \sum_{c=1}^{C} l_{tcn} Q_{tc} \right)
\]

(13)

\[ Q_{tc} = F^\dagger D_{tc} - |F|^2 S_{tc} \]

(14)

\[ R_{tcn} = \sum_{m=1}^{M} \left( \beta_{tm}^* A_{mnc} + \beta_{tm} A_{mnc} \right) \]

(15)

\[ l_{tcn} = \sum_{m=1}^{M} \left( \beta_{tm}^* A_{mnc} - \beta_{tm} A_{mnc} \right) \]

(16)

As can be seen from the above formula, the calculation of partial derivatives on each independent variable of the objective function is the only polynomial operations. Next we should analyze this objective function.

The improvement of the objective function has the following advantages. (1) The calculations in computing the solution of PDS are all polynomial operations, to facilitate hardware implementation, and improve the parallelism of the objective function; (2) The objective function can handle different pupil transmittance of the optical system, the transmittance rate is actually the amplitude of \( \sum_{m=1}^{M_2} \beta_{tm} Z_{t}(v) \).

Also this improvement of the objective function has some drawbacks. (1) For practical project, the method is suitable for hardware implementation, but not suitable for running on the CPU. The computational complexity of the algorithm after improvement is \( O(M^2 M^* N) \), while the previous computational complexity is \( O(N \log_2 N) \), where \( M \) is the number of Zernike coefficients selected in PDS calculation, \( N \) is the total number of pixels in the collected images. (2) The method actually obtains generalized pupil function, and the wavefront phase directly obtained by the generalized pupil function evaluation phase angle will have wind-up problem. The solution of phase wind-up can be difficult, for its residuals are not Gaussian distributed. (3) The number of parameters of the objective function after improvement may be much greater than before. Because for the situation that wave rate is the same through the pupil, the total number \( M1 \) of Zernike items of generalized pupil using \( P_t(v)e^{A_{mnc} \alpha_{mnc}(v)} \) is less than the total number \( M2 \) of Zernike items generalized of pupil Zernike using \( \sum_{m=1}^{M2} \beta_{m} Z_{m}(v) \), and each \( \beta \) is composed of real and imaginary parts.

Now what we are most concerned about is that, in practical engineering, how much of \( M2 \) can meet the requirement. The derivation of this problem will be very difficult, and depending on the wavefront of the rms value and the proportion of high-frequency components. By testing a lot of data, a \( M2 \) value of 200 can meet the requirement for the project. Considering the experience before, \( M2 \) has been enough to take 100. But even of this size, the CPU cannot achieve real-time calculation, a platform with FPGA and DSP is needed.

3. Experimental system

We use the experimental system as in Ref. [14–15], and we implement a single-frame two-channel version of the program on CPU, \( M2 \) only takes value of 20.

We add a second camera, and use external trigger to synchronously acquire images on the first camera. In addition, in order to simulate atmospheric turbulence, we use a hair dryer to add disturbance to optical route. This is a commonly used indoor adaptive optics experimental method, which we can only do in current conditions.

The experimental system consists of the objective light source, disturbance model, images collection as shown in Fig. 2. Experimental platform layout is shown in Fig. 3.

4. Experimental results

In our experimental system, the focal length is 0.895 m, center wavelength is 635 nm, the pupil diameter (i.e. deformable mirror diameter) is 0.05 m, depth of focus is about 0.407 mm. Defocus value should be about 4 times the depth of focus, and the actual defocus value is 1.6 mm, fixed-focus phase PV value is about one wavelength. Camera pixel size is 16 \( \mu \)m, the optical system cut-off frequency of about 72 lines/mm; camera cut-off frequency is 31.25 lines/mm; use optical fiber as the object, at the same time each set of images from the focal plane and defocus plane take the area of \( 128 \times 128 \), and exposure time is 20 ms.

We have made PDS operations from a single frame, three frames, and ten frames respectively, and made comparison of them.

As shown in Fig. 4, Fig. 4(a) is the first frame of the focal plane image of the image sequences. In the restored images, the resolution of the optical fiber has been significantly improved, and the outline is clearly visible between the particles. However, Fig. 4(b) shows that single-frame image restoration has serious ghosting, that is, wavefront calculation still has a relatively large error. In Fig. 4(c), the restored images with three frames are further improved than the single frame, but still it has a small amount of ghosting. While in Fig. 4(d), the restored image with ten frames has almost no ghosting. That is the wavefront error in each of the

![Fig. 3. Experimental layout.](image-url)
ten frames wavefront error is less than the error of the corresponding frame with a single-frame wavefront calculation. Thus, image restoration with PD speckle imaging is better than the simple PD algorithm. Fig. 5 is the wave-front phase diagram calculated by PD speckle system using a continuous ten short exposure images, and their corresponding restored image is in Fig. 4(d).

5. Conclusion

This paper uses two external trigger mode cameras to achieve PDS dual-channel simultaneous acquisition. We analyze the problem of two cameras compared with a single camera. The clarity of restored image is significantly improved with number of frames increases. We validate the ability of the PDS algorithm in image resolution improvement; also the ability of PDS to restore the image is better than PD.
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