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#### Abstract

With a size-dependent cohesive energy formula for two-dimensional coordinated materials, the bandgap variation in quantum dots and nanoribbons of graphene derivatives, such as graphane, fluorographene and graphene oxides, is investigated. The bandgap is found to increase substantially as the diameter or width of the nano-sized material decreases. The


#### Abstract

bandgap variation is attributed to the change in cohesive energy of edge carbon atoms, and is associated with the physicochemical nature and degree of edge saturation. These predictions agree with previously reported computer simulation results, and have potential application in wide-band optics and optoelectronics.


## 1. Introduction

Graphene is a 2D sheet composed of carbon atoms arranged in a honeycomb lattice structure, which shows promise as a semiconductor material for future nano- and microelectronics applications, ${ }^{[1,2]}$ such as field-effect transistors (FETS), ${ }^{[3]}$ sensing platforms, ${ }^{[4,5]}$ and optoelectronics. ${ }^{[6]}$ Graphene has zero bandgap, which must be opened for many of these applications. Several methods to open the bandgap have been proposed, such as electrical field manipulation, ${ }^{[7,8]}$ chemical doping, ${ }^{[9,10]}$ or adoption of uniaxial strain. ${ }^{[11,12]}$ However, these methods are limited by their low efficiency and/or incompatibility with common device technologies. ${ }^{[13,14]}$ Alternatively, the bandgap can be opened-by way of the lateral confinement effectwith the formation graphene quantum dots (GQDs) and nanoribbons (GNRs). ${ }^{[1,15-18]}$ With this phenomenon, bandgaps can be in the range $0-1.70 \mathrm{eV}$ for "naked" graphene nanostructures or $0-0.93 \mathrm{eV}$ for those that are H -saturated ${ }^{[19,20]}$ and therefore meet the requirement of graphene-based FETs. However, such gap sizes cannot be adopted for graphene-based wide-band optics and optoelectronics, as photons of visible light have energies within the $1.6-3.3 \mathrm{eV}$ range. This problem is attributed to the critical size $D_{c}$ for GQDs or GNRs with $D_{\mathrm{c}}=1.6 \mathrm{~nm} .^{[21,22]}$ Below this value of $D_{c}$, the graphene will suffer from serious edge irregularity and mechanical weakness, which poses a problem for handling and assembly. For their application in optics and optoelectronics, wide band openings can be achieved by forming graphane (GA), ${ }^{[6,23-25]}$ fluorographene

[^0]$(\mathrm{FG})^{[26,27]}$ or graphene oxide $(\mathrm{GO})^{[28-32]}$ through the reaction of graphene with atomic hydrogen, ${ }^{[33]}$ or with $\mathrm{XeF}_{2}$ gas ${ }^{[34]}$ or the exfoliation of chemically synthesized graphite oxide. ${ }^{[35]}$ This is possible because, after the functionalization process, $\mathrm{sp}^{2}$ bonded $C$ atoms are $\mathrm{sp}^{3}$-bonded, and the electronic properties of GA, FG or GO are therefore changed from those of metals to semiconductors with bandgaps $E_{g}(\infty)$ larger than 1.7 eV , where $\infty$ is the bulk size. ${ }^{[36-38]}$

For their use in nano- and microelectronics, the abovementioned graphene derivatives would be cut into nanoscaled quantum dots (QDs) or nanoribbons (NRs), which are shown in Figure 1A-D (GA and FG) and Figure 1E-H (GO). Because sizedependent properties are a hallmark of nanoscaled materials, it follows that the $E_{\mathrm{g}}(D)$ of those derivative nanostructures can be tuned by changing their size $D$, which corresponds to the diameter of QDs or the width of NRs. Many contributions in this area have directed efforts to simulations, in which an increase in $E_{\mathrm{g}}(D)$ occurs upon decreasing $D .{ }^{[39]}$ Despite these efforts, however, the nature of the edges of low-dimensional nanostructures of GA, FG and GO and their effects on $E_{g}(D)$ are still not well understood. ${ }^{[6,23-25]}$ In addition, some fitting exponential expressions, such as $E_{g}(N)=E_{g}(\infty)+a / \mathrm{e}^{b N},{ }^{[39]}$ elucidated such a dependence on $D$, where $N$ is defined as the number of $\mathrm{C}-\mathrm{C}$ dimers for armchair (AC) NRs or the zigzag (ZZ) carbon chains for ZZ-NRs along the NR axis, while $a$ and $b$ are adjustable parameters. However, these fitting expressions cannot be adopted for revealing its essential mechanism on the $D$-dependences, because $a$ and $b$ vary considerably between different studies. To address this issue, new methods are needed to elucidate $E_{g}(D)$ in QDs and NRs of graphene derivatives.

Inspired by Lindemann's criterion for the melting of solids and Mott's expression for vibrational melting entropy, Jiang et al. have developed a thermodynamic theory to illustrate the bandgap expansion of 3D coordinated systems. ${ }^{[40,41]}$ Using this model, the bandgap expansion for nanoscaled group III-V and II-VI semiconductors induced by the surface or interface effect has been illustrated successfully. ${ }^{[42-44]}$ Stimulated by this suc-
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Figure 1. Structures of ideal QDs and NRs of graphene derivatives. A) ACQDs, B) ZZ-QDs, C) AC-NRs and D) ZZ-NRs for GA or FG. E) AC-QDs, F) ZZQDs, G) AC-NRs and H) ZZ-NRs for GO.
cess, we have developed a thermodynamics elucidation of the bandgap openings (BOs) in low-dimensional graphene with the $\mathrm{sp}^{2}$ configuration of C atoms. ${ }^{[19]}$ The BOs depend on the nature of the edges of graphene nanostructures. When the edges are disordered, $E_{g}(D)$ is increased monotonically with $D$. GQDs have larger $E_{g}(D)$ values than GNRs. In contrast, the value of $E_{g}(D)$ for nanoporous graphene sheets, which is dependent on $D$ and the geometrical shape of holes, decreases. The BOs can be weakened upon saturation of the edge, relying on the chemical properties of radicals such as $\mathrm{H}, \mathrm{F}$ or OH . In AC-GNRs with ideal edges, the bandgap opening oscillates. In this work, based on a thermodynamic approach, we have further investigated $E_{g}(D)$ of QDs and NRs of graphene derivatives with respect to dimension and edge saturation. Significantly, this work provides us new physicochemical insights into
the dependence of $E_{g}(D)$ on $D$ for low-dimensional graphene derivatives.

## Calculations

Although the dimensionality of 2D graphene derivatives differs from 3D semiconductors, there exists imperfect coordination of edge $C$ atoms. Accordingly, the coherent energy of edge $C$ atoms will be decreased. The nearly-free-electron approach can also be adopted in predicting the bandgap expansion of graphene derivatives. Therefore, the decrease in atomic cohesive energy, $E_{c}$, of edge $C$ atoms will play an essential role in influencing the crystalline field of graphene derivatives, leading to the bandgap expansion. $E_{g}(D)$ functions of QDs and NRs of GA, FG and GO can therefore be explored with reference to those developed for 3D materials, which can be given as Equation (1):

$$
\begin{equation*}
E_{\mathrm{g}}(D)=\left[2-E_{\mathrm{c}}(D)_{2 \mathrm{D}} / E_{\mathrm{c}}(\infty)\right] E_{\mathrm{g}}(\infty) \tag{1}
\end{equation*}
$$

According to this equation, $E_{\mathrm{g}}(D)$ of graphene derivatives is related to the change in $E_{c}$. Moreover, a function $E_{c}(D)_{2 D} / E_{c}(\infty)$ for the 2D nanocrystals with free edges having broken bonds is given as Equation (2):
$E_{\mathrm{c}}(D)_{2 \mathrm{D}} / E_{\mathrm{c}}(\infty)=\exp \left[-\left(\alpha_{2 \mathrm{D}}-1\right) /\left(D / D_{2 \mathrm{D}}^{0}-1\right)\right]$
where $\alpha_{2 D}$ is a physicochemical quantity that expresses the nature of the edge relative to the interior, and is defined by Equation (3):
$\alpha_{2 \mathrm{D}}=\sigma_{\mathrm{e}}(D)^{2} / \sigma_{\mathrm{in}-2 \mathrm{D}}(D)^{2}$
where $\sigma^{2}$ denotes the mean square displacement of thermal vibration at the melting temperature, and the subscripts $e$ and in-2D refer to the atoms at the edge and the interior, respectively. With regards to $D_{2 D}^{0}$ in Equation (2), it means the critical diameter of a nanocrystal where all the atoms are located at the edge, and is related to the dimensionality or the geometrical shape of the derivative flakes. It can be principally given as Equation (4):
$D / D_{2 D}^{0}=s / l h$,
where $s / l$ is the area/edge ratio, which gives $D_{2 D}^{0}=4 h$ for QDs and $D_{2 D}^{0}=2 h$ for NRs with $h$ being the atomic diameter.
When QDs and NRs of graphene derivatives are synthesized, they typically have naked edges. Accordingly, $\alpha_{2 D}$ of naked QDs and NRs of graphene derivatives, $\alpha_{2 D}^{0}$, must be calculated. This calculation is based on that of the 3D with $\alpha_{3 \mathrm{D}}^{0}=\sigma_{\mathrm{sv}}(D)^{2} / \sigma_{\text {in }-3 \mathrm{D}}(D)^{2}{ }^{[40,41]}$ where the subscripts sv and in-3D denote the surface and interior atoms, respectively. Because $\alpha_{3 D}^{0}$ and $\alpha_{2 D}^{0}$ are decided by the coordination imperfection of atoms at the surface of 3D nanocrystals or the edge of 2D graphene flakes, $\alpha_{2 D}^{0}$ can be correlated with $\alpha_{3 D}^{0}$ though the coordination number (CN) of atoms at the surface $N_{\text {sv }}$ and that at the edge $N_{\text {edge }}$. According to the inversely proportional relationship between $\sigma^{2}$ and CN of atoms, one has $\alpha_{3 \mathrm{D}}^{0} \propto\left(N_{\text {sv }} / N_{\text {in }}\right.$ $\left.{ }_{3 D}\right)^{-1}$ and $\alpha_{2 D}^{0} \propto\left(N_{\text {edge }} / N_{\text {in-2D }}\right)^{-1}$, where $N_{\text {in-3D }}$ and $N_{\text {in-2D }}$ denote the CN in the bulk 3D and 2D crystals, respectively. Thus $\alpha_{2 \mathrm{D}}^{0} / \alpha_{3 \mathrm{D}}^{0}=\left(N_{\mathrm{sv}}\right)$ $\left.N_{\text {in }-3 \mathrm{D}}\right) /\left(N_{\text {edge }} / N_{\text {in }-2 \mathrm{D}}\right)$. Because $N_{\text {in }-3 \mathrm{D}}=12$ and $N_{\text {sv }}=9$ for face-centered cubic and $N_{\text {in }-3 \mathrm{D}}=8$ and $N_{\mathrm{sv}}=6$ for body-centered cubic crystals, ${ }^{[45]} N_{\text {sv }} / N_{\text {in }-3 D}=0.75$. Each C atom in GA, FG and GO has an sp ${ }^{3}$ configuration, and thus these graphene derivatives have $N_{\text {in }-2 \mathrm{D}}=4$. When the edges of QDs or NRs are naked, $N_{\text {edge }}=3$, and $N_{\text {edge }} /$
$N_{\text {in-2D }}=0.75$. Therefore, overall $\alpha_{2 \mathrm{D}}^{0}=\alpha_{3 \mathrm{D}}^{0}$. Considering the $\alpha_{3 \mathrm{D}}^{0}$ expression explored previously, ${ }^{[40,41]}$ one thus has $\alpha_{2 \mathrm{D}}^{0}=2 S_{\text {vib }}(\infty) / 3 R+$ 1 , where $S_{\text {vib }}$ is the vibration entropy. In this expression, $S_{\text {vib }} \approx S_{\mathrm{m}}$, where $S_{\mathrm{m}}$ is the melting entropy and $R$ the gas constant. $S_{\mathrm{m}}$ can be obtained with $S_{\mathrm{m}}=H_{\mathrm{m}}(\infty) / T_{\mathrm{m}}(\infty)$ where $H_{\mathrm{m}}(\infty)$ is the melting enthalpy and $T_{\mathrm{m}}(\infty)$ is the melting point. $H_{\mathrm{m}}(\infty)$ and $T_{\mathrm{m}}(\infty)$ are difficult to measure experimentally for GA, FG and GO, therefore their $S_{\mathrm{m}}(\infty)$ values can be referenced to the average of values for graphite and hydrogen, fluorine or oxygen. The structure of GO is complex, therefore, for convenience the fully oxidized GO with a carbon/oxygen ratio of $2: 1$ is adopted for the calculations here. ${ }^{[46]}$

In the simulation results as published, the edges of QDs and NRs of the derivatives are saturated with chemical groups $R$, and $\alpha_{2 D}$ is referred to as $\alpha_{2 D}^{R}$. Upon simulation, $\alpha_{2 D}^{R}$ differs from that of the naked structure, which is denoted by $\alpha_{2 D}^{0}$. According to the physicochemical nature of the edge, $\alpha_{2 D}^{R}$ can be determined using $\alpha_{2 D}^{R}=$ $\left[E_{c}^{0} / E_{c}^{R}\right] \alpha_{2 D}^{0}{ }^{[19]}$ To resolve $\alpha_{2 D}^{R}, E_{c}^{0}$ and $E_{c}^{R}$ should be calculated. For naked QDs or NRs of GA, FG or GO, $E_{c}^{0}$ is given as $E_{c}^{0}=\left(N_{\text {edge }}\right)$ $\left.N_{\text {in }-2 \mathrm{D}}\right)^{1 / 2} E_{\mathrm{c}}(\infty){ }^{[47]}$ where $N_{\text {edge }} / N_{\text {in }-2 \mathrm{D}}=0.75$ as previously stated and $E_{\mathrm{c}}(\infty)=\left(3 E_{\mathrm{C}-\mathrm{C}}+E_{\mathrm{C}-\mathrm{R}}\right) / 2$ using $E_{\mathrm{C}-\mathrm{C}}$ and $E_{\mathrm{C}-\mathrm{R}}$ values from the bulk. If the edges of QDs or NRs are saturated, one edge $C$ atom will have two $C-C$ bonds and two $C-R$ bonds, and $E_{c}^{R}(D)$ is given as $E_{c}^{R}=$ $E_{C-C}+E_{C-R}$, which is simulated.

## 2. Results and Discussion

Figure 2 shows the $E_{g}(D)$ curves as a function of $D$ with naked and saturated AC- or ZZ-QDs (or NRs) of GA, FG and GO. For comparison, the published exponential fitting expressions for assessing the dependence of $E_{g}(D)$ on $D$ for AC- or ZZ-NRs of $\mathrm{GA}^{[39]}$ are also shown in Figure 2D. Available simulation results (symbols, Figure 2B) are shown for verification (also, see Table 1).

| Table 1. Parameters necessary to calculate <br> or NRs of GA, FG and GO.${ }_{2 \mathrm{D}}^{0}$ and $D_{2 D}^{0}$ for saturated QDs |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $H_{\mathrm{m}}(\infty)\left[\mathrm{J} \mathrm{mol}^{-1}\right]$ | $T_{\mathrm{m}}(\infty)[\mathrm{K}]$ | $S_{\mathrm{m}}\left[\mathrm{Jmol}^{-1} \mathrm{~K}\right]$ | $h[\mathrm{~nm}]$ |
| GA | - | - | 12.287 | 0.143 |
| FG | - | - | 12.361 | 0.151 |
| GO | - | - | 12.271 | 0.149 |
| H | $58.68^{[48]}$ | $14.025^{[48]}$ | 2.09 | - |
| F | $255.2^{[48]}$ | $53.48^{[48]}$ | 2.39 | - |
| O | $222^{[48]}$ | $54.8^{[48]}$ | 2.03 | - |

[a] $S_{\text {vib }}$ of GA, FG and GO according to $S_{\text {vib }} \approx S_{m}$, where $S_{\mathrm{m}}$ is from C and R with the melting enthalpy $H_{m}(\infty)$ and the melting point $T_{\mathrm{m}}(\infty)$, using $S_{\mathrm{m}}(\infty)=H_{\mathrm{m}}(\infty) / T_{\mathrm{m}}(\infty)$. As each C atom has three $\mathrm{C}-\mathrm{C}$ bonds and one $\mathrm{C}-$ $R$ bond, $S_{m}=\left(3 S_{m-c}+S_{m-R}\right) / 4$ is used. $S_{m-c}=15.686 \mathrm{Jmol}^{-1} \mathrm{~K}$ for C is evaluated with values of $H_{\mathrm{m}}(\infty)$ and $T_{\mathrm{m}}(\infty)$ taken from graphite. ${ }^{[49,50]}$ Values of $h$ for GA, FG and GO are adopted from the averaged values for $\mathrm{C}-\mathrm{C}$ and C-R with $h=\left(3 h_{C-C}+h_{C-\mathrm{B}}\right) / 4$, where the respective bond lengths are 0.154 and 0.108 nm for $\mathrm{C}-\mathrm{C}$ and $\mathrm{C}-\mathrm{H}$ in $\mathrm{GA},{ }^{[23]} 0.155$ and 0.137 nm for $\mathrm{C}-$ C and $\mathrm{C}-\mathrm{F}$ in $\mathrm{FG}^{[51]}$ and 0.151 and 0.144 nm for $\mathrm{C}-\mathrm{C}$ and $\mathrm{C}-\mathrm{O}$ in $\mathrm{GO} .{ }^{[52]}$

As Figure 2 shows, $E_{g}(D)$ is enhanced on the basis of $E_{g}(\infty)$, as $D$ decreases for naked or saturated QDs and NRs of GA, FG and GO, whereas QDs have larger $E_{g}(D)$ values than NRs. On decreasing $D$ to $D=D_{c}=1.6 \mathrm{~nm}, E_{g}(D)$ is increased from 3.50 eV to 4.97 and 4.17 eV for QD-null and NR-null, respectively, of GA (Figure 2 A ) and 4.47 and 3.92 eV for QD-H and NR-H, respectively, of GA (Figure 2 B); from 3.80 eV to 5.51 and 4.58 eV for QD-null and NR-null, respectively, of FG (Figure 2C) and 4.64 and 4.15 eV for QD-F and NR-F, respectively, of FG (Figure 2D); from 2.40 eV to 3.46 and 2.89 eV for QD-null and NR-null, respectively of GO (Figure 2 E ) and 3.37 and 2.83 eV for QD-O and NR-O, respectively, of GO (Figure 2 F ). Note here that null means the edge $C$ atoms are kept naked, and $H, F$ and $O$


Figure 2. $E_{g}(D)$ as the function of $D$ in curves derived from Equation (1) for AC- or ZZ-QDs (or NRs) of A) GA-null, B) GA-H, C) FG-null, D) FG-F, E) GO-null and F) GO-O, where $E_{c}(D)_{2 D} / E_{c}(\infty)$ is calculated using Equation (2). For comparison, the published exponential fitting expressions of $E_{g}(N)=E_{g}(\infty)+a /{ }^{b N}$ to elucidate the dependence of $E_{g}(D)$ on $D$ with $a=2.15 \mathrm{eV}$ and $b=0.114$ for AC-NRs and $a=1.18 \mathrm{eV}$ and $b=0.19$ for ZZ-NRs of GA ${ }^{[39]}$ are also plotted (B) using dashed and/or dotted curves. The symbols in $B$ denote the simulation results of $E_{g}(D)=E_{g}(\infty)+\Delta E_{g}(D)$ with $\Delta E_{g}(D)$ from the literature: $\boldsymbol{\Delta}$ and $\Delta_{9}{ }^{[39]} \boldsymbol{\nabla}$ and $\nabla{ }^{[25]}$ and $\diamond_{1}^{[6]}$ and $\circ^{[53]}$ for NRs of GA. The $E_{g}(\infty)$ values are $3.5,3.8$ and 2.4 eV for $\mathrm{GA}^{[25]} \mathrm{FG}^{[54]}$ and GO, respectively. ${ }^{[55,56]}$ Note that, because various $E_{g}(\infty)$ values ( $4.38,{ }^{[53]} 3.5^{[25]}$ and $3.42 \mathrm{eV}^{[6,39]}$ ) have been reported for GA with respect to the simulation methods, an average value has been taken. The $E_{\mathrm{c}}(\infty)$ values are $9.49,7.20$ and 8.02 eV for bulk GA, FG and GO, respectively, whereas their corresponding $E_{c}^{R}$ values are $10.3,8.79$ and 7.38 eV . The $E_{c}(\infty)$ and $E_{c}^{R}$ values are calculated using the simulation (Supporting Information, and see Table 1 for other necessary parameters).
mean the edge C atoms are saturated by $\mathrm{H}, \mathrm{F}$ and O atoms, respectively. The increase in $E_{g}(D)$ is ascribed to the change in the chemical bonding of edge $C$ atoms. These bonds differ from those in the interior, therefore $E_{g}(D)$ for QDs and NRs of GA, FG or GO is enhanced, as observed. The difference before and after edge saturation suggests that the increase of $E_{g}(D)$ can be reduced after saturation. The fact that values of $E_{g}(D)$ for QDs show greater dependence on $D$ than those of NRs is related to the large $1 / \mathrm{s}$ ratio of QDs compared to NRs. Our predicted curves correspond well to those derived experimentally, suggesting our predictions are valid. As aforesaid, as shown in Figure 2D, the enhancement of $E_{g}(D)$ in GA NRs can also be expressed with the reported fits. Due to the presence of adjustable parameters, however, this reported expression cannot be adopted to elucidate the mechanism of the dependence of $E_{g}(D)$ on $D$ of NRs, nor can it differentiate $E_{g}(D)$ values of GA and graphene NRs.

In previous studies, we studied the BOs in disordered and ideal GNRs, ${ }^{[19,20]}$ where the impact of edge magnetic interactions was investigated. The magnetic interaction cannot significantly influence the opening in disordered GNRs. ${ }^{[19]}$ In contrast, the inter-edge magnetic interaction has a small influence on the BOs in ZZ-GNRs, although it can make the bandgaps of AC-GNRs oscillate, depending on the width, because of the socalled full-wavelength effect. ${ }^{[20]}$ In comparison, in this work, the inter-edge magnetic interaction should have no contribution to the $E_{g}(D)$ value of graphene derivative AC- and ZZ-NRs, similar to the disordered case. This is because, in line with published results, ZZ- and AC-NRs of the derivatives with H-saturated edges are nonmagnetic semiconductors. When their edges are naked, AC-NRs are also nonmagnetic, whereas adjacent dangling bonds of ZZ-NRs have antiferromagnetic ordering at that edge ${ }^{[39]}$ These findings might be related to these derivatives having less $\pi$ character (i.e. $\mathrm{sp}^{3}$ configuration of $C$ atoms). Therefore, the monotonic variation of $E_{g}(D)$ with $D$ for ZZ- and AC-NRs of graphene derivatives (Figure 2) essentially originates from the change in the physicochemical properties at their edges, properties which are associated with the $\mathrm{sp}^{3}$ configuration of $C$ atoms.

The effect of edge properties-dimension and saturationon $E_{g}(D)$ values of GA, FG and GO is essentially decided by the edge coordination imperfection and the change in $E_{c}$ of edge $C$ atoms. As further evidence for this, Figure 3 shows the plot of $E_{g}(D)$ as a function of $\alpha_{2 D}$ for GA, FG and GO QDs and NRs at $D=1.6 \mathrm{~nm}$. It can be seen that $E_{\mathrm{g}}(D)$ increases with $\alpha_{2 D}$. In contrast to NRs, the dependence of $E_{g}(D)$ on $\alpha_{2 D}$ is strong for QDs due to a larger $\mathrm{I} / \mathrm{s}$ ratio. When the naked edge of GA, FG and GO QDs and NRs is saturated, $E_{g}(D)$ is lower. The respective $E_{g}(D)$ values are $4.97,5.51$ and 3.46 eV for naked QDs of GA, FG and GO. Upon edge saturation, those values decrease to 4.47 eV , 4.64 eV and 3.37 eV , respectively. For GA, FG and GO NR-null, their respective $E_{g}(D)$ values are $4.17,4.58$, and 2.89 eV . After edge saturation, they decrease to $3.92,4.15$, and 2.83 eV , respectively. These differences indicate further that the expansion of $E_{g}(D)$ can be weakened after edge saturation.
In view of our theories, the $E_{g}(D)$ values of the saturated QDs and NRs of graphene derivatives are lowered compared


Figure 3. $E_{g}(D)$ as the function of $\alpha_{2 D}$ at $D=1.6 \mathrm{~nm}$ for AC- or ZZ-QDs (or NRs) of GA, FG and GO using Equations (1) and (2). See Figure 2 for the necessary parameters.
to those of naked QDs. One might thus anticipate that $E_{g}(D)$ values of QDs and NRs can be adjusted subtly by varying the physicochemical nature of edge $C$ atoms through coverage with $R$ groups; some edge $C$ atoms are saturated, while the others remain naked. Given that there exists a linear relationship between $\alpha_{2 D}$ and the degree of edge coverage, the $\alpha_{2 D}$ value of QDs and NRs can be given as $\alpha_{2 D}=\alpha_{2 D}^{0}\left(1-x_{R}\right)+\alpha_{2 D}^{R} x_{R}$. In this equation, $x_{R}$ denotes the fraction of saturated edge $C$ atoms, where $x_{R}=0$ indicates the full naked edge state and $x_{\mathrm{R}}=1$ for a fully edge-saturated structure. Inserting this into Equation (2), $E_{g}(D)$ of QDs and NRs at different $x_{R}$ can be plotted for a particular value of $D$.

Figure 4 shows the $E_{g}(D)$ curves as functions of $x_{R}$ upon the edge saturation with $\mathrm{H}(\mathrm{GA}), \mathrm{F}(\mathrm{GF})$ and O (GO, Figure $4 \mathrm{~A}-\mathrm{C}$ respectively). It is predicted that $E_{g}(D)$ decreases continuously as $x_{R}$ rises. On increasing $x_{R}$ from 0 (the full naked edge state) to 1 (the fully edge-saturated state), $E_{g}(D)$ decreases monotonically as $x_{R}$ is raised: from 4.97 (QD-null) to 4.47 eV (QD-H), and from 4.17 (NR-null) to 3.92 eV (NR-H) for GA (Figure 4A); from 5.51 (QD-null) to 4.64 eV (QD-F), and from 4.58 (NR-null) to 4.15 eV (NR-F) for FG (Figure 4B); from 3.46 (QD-null) to 3.37 eV (QD-O), and from 2.89 (NR-null) to 2.83 eV (NR-O) for GO (Figure 4C). Strikingly, $E_{\mathrm{g}}(D)$ of nanostructures of graphene derivatives can be modulated subtly by changing their $x_{R}$. As well as selecting their size $D$, this provides a distinct way of tuning $E_{g}(D)$ values of graphene-based electronic devices.

## 3. Conclusions

Associated with $\mathrm{sp}^{3}$ configuration, $E_{g}(D)$ values of $\mathrm{GA}, \mathrm{FG}$ and GO QDs and NRs increase on the basis of their $E_{g}(\infty)$ value as $D$ decreases. The dependence of $E_{g}(D)$ on $D$ for QDs and NRs varies across different ranges for GA, FG and GO, and is dependent on the degree of edge saturation. The influence of edge geometry on $E_{g}(D)$ is negligible, whereas the suppression of


Figure 4. $E_{g}(D)$ as the function of $x_{\mathrm{R}}$ at $D=1.6 \mathrm{~nm}$ for QDs and NRs of A) GA, B) FG and C) GO, calculated using Equations (1) and (2). See Figure 2 for the necessary parameters.
$E_{g}(D)$ expansion from edge saturation should be taken into consideration. The enhancement of $E_{g}(D)$ is rooted from the change in chemical bonding of $C$ atoms at the graphene or graphene derivative edge.
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