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a b s t r a c t

As we know that the conventional adaptive optics (AO) systems can compensate atmospheric turbulence
in free space optical (FSO) communication system. Since in strong scintillation conditions, wave-front
measurements based on phase-conjugation principle are undesired. A novel global optimization simu-
lated annealing (SA) algorithm is proposed in this paper to compensate wave-front aberration. With
global optimization characteristics, SA algorithm is better than stochastic parallel gradient descent
(SPGD) and other algorithms that already exist. Related simulations are conducted and the results show
that the SA algorithm can significantly improve performance in FSO communication system and is better
than SPGD algorithm with the increase of coupling efficiency.

& 2014 Elsevier B.V. All rights reserved.
1. Introduction

Free space optical (FSO) communication system is widely
concerned among telecommunication community for both space
and ground wireless communication link. It has been mainly
considered for last-mile applications [1] due to its large bandwidth
potentiality, unregulated spectrum, relative low power require-
ment, low BER through coding techniques and easy redeployment.
However, atmospheric turbulence in this system often brings
phase disturbances along propagation paths that are manifested as
intensity fluctuation (scintillation), beam wandering and beam
broadening at receiver, which leads to significantly decrease of
coupling efficiency at receiving terminal [2] and affects stability
and reliability of the FSO communication system [3].

Adaptive optics (AO) system is one of the effective methods to
improve beam quality by correction of wave-front distortions and
has made great achievements in many applications [4–9]. In the
conventional AO systems, a deformable mirror (DM) is used to
compensate Hphase distortion. Generally, Shack artmann wave-
front sensor (S-H sensor) [10] is used to measure optical phase
deviations of incoming wave-front. Based on the wave-front
aberration measured by S-H sensor, DM generates a wave-front
phase to compensate the phase aberration by phase conjugation
theory [11,12]. In the FSO communication system, when atmo-
spheric turbulence is heavy or distance is long, strong scintillation
will make a very different measurement for the wave-front aber-
ration. Then the conventional AO systems, based on wave-front
measurement, cannot work normally [13].

To avoid undesired wave-front measurements in strong scin-
tillation conditions, control of the wave-front correctors (deform-
able mirrors) in AO system can be introduced by using recently
developed control algorithm based on optimization of a system
performance metric, such as SPGD algorithm. Although the con-
cept of wave-front control without wave-front measurement has
been considered in the early stages of AO technology development
[14–16], it has been disregarded because of rather low control
bandwidth that could be achieved even with a multi-dithering
control technique [17,18]. But the situation is different today due
to recent development of several novel technologies: new efficient
control algorithms, their implementation with the parallel pro-
cessing hard ware based on VISL microelectronics, and the emer-
gence of high-bandwidth, wave-front correctors based on micro
electro mechanical systems (MEMSs) [19]. In the study of sensor-
less adaptive optics used in FSO communication, one of the key
problems is to find the fastest possible optimization algorithm to
compensate wave-front in each frame [4,13]. In most cases, the
optimization speed is limited to about 7–8 kHz by MEMS DM. The
system temporal response characteristics are experimentally stu-
died by using the method of self-induced aberrations to get coarse
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estimation of the closed-loop bandwidth independent from at-
mospheric turbulence conditions [13]. With the continuous de-
velopment of hardware and digital processor, the performance of
the system becomes better, and the high speed compensation is
realizable (about thousands of Hertz), so that the instantaneous
atmospheric turbulence can be considered as static.

SA algorithm, a kind of general stochastic search algorithm, is
an extension of the local search algorithm. It is different from the
local search algorithm since SA algorithm can access a new smaller
state in the neibourhood of current state by probability. And it is a
global optimization algorithm theory. In 1953, Metropolis pro-
posed the original SA algorithm [20] but has not made positive
response until Kirkpatrick proposed a modified SA algorithm [21]
in 1983 and successfully used it to solve some large-scale combi-
natorial optimization problem. Since modern SA algorithm can
effectively solve NP complicated problem, avoid least part point
and overcome dependence on initial point, it is widely used in
many fields, such as VLS, production scheduling [22], control,
machine learning, neural network, and image processing. In this
paper, a novel SA algorithm is proposed in FSO communication
system to compensate the wave-front aberration without wave-
front sensors. Simulation results show that the performance of FSO
communication when using our new SA algorithm is significantly
improved.

This paper is organized as follows: Section 2 provides models of
FSO communication system, sensorless AO system, and DM. Sec-
tion 3 provides the analysis of the SA algorithm, mainly the global
optimization property (compared with SPGD algorithm), and the
performance of the SA algorithm in FSO communication system. In
Section 4, simulations are carried out to show the improved re-
lated results of SA algorithm in FSO communication system. Fi-
nally, conclusions for this paper are given in Section 5.
2. System model

2.1. FSO communication system model

The functional block diagram of FSO communication system is
shown in Fig. 1 [2].

Laser point source, taken as the transmitting terminal, emits
Gaussian laser beam. Since atmospheric disturbances reduce fiber
coupling efficiency at receiving terminal, communication quality is
seriously affected. Sensorless AO system is used here to compen-
sate wave-front aberrations and the related detailed description is
in Section 2.2. After compensation for wave-front aberration, the
laser beam is coupled into a single mode fiber. Coupling efficiency
is a main indicator for FSO communication system in which higher
coupling efficiency means better system performance. And an-
other important indicator is BER. Based on theoretical analysis and
simulations, the coupling efficiency of the above system can be
significantly improved and its BER can also be reduced. Finally the
laser signal is received by optical receiver.
Transmitting
terminal

Laser
point
source

Laser
carrier
signal

Atmospheric
turbulence

Sensor
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Fig. 1. Functional block di
2.2. Sensorless AO system model

The functional block diagram of sensorless AO communication
system is shown in Fig. 2 [13].

In the sensorless AO system, laser beam passes through the
beam-steering system with tracking mirror (TM) for correction of
large amplitude wave-front tilts and fast-steering mirror (FSM) for
correction of atmospheric-turbulence-induced tilts and jitter.
Higher order wave-front aberration is compensated with MEMS
DM driven by SA algorithm controller. Active mirrors of AO sub-
systems are depicted as transmissive elements to simplify the
schematic. Fast digital camera (FDC) in image plane ′p of entrance
pupil is used for recording the aberrations. This AO system utilizes
a 32-element piston-type DM as a wave-front corrector [19,23].
The mirror is placed on an image plane of the AO receiver system
pupil plane. Generally speaking, the DMs can access KHz band-
width and the above frequencies. Adaptive optics systems operate
at high frequencies, typically several hundred to several thousand
Hz.

We focus on compensation of higher order (above the 3rd or-
der) wave-front aberration. The theoretical block diagram of wave-
front aberration compensation by DM is shown in Fig. 3. In this Fig,
φ r( ) is initial wave-front aberration, u r( ) is compensation phase
ϕ φ= +r r u r( ) ( ) ( ) is residual phase, J is performance metric and

= ⋯u u uu { , , , }1 2 32 is control signal of actuators with 32-element
DM. AO system mainly uses DM to correct wave-front aberration
φ r( ), an imaging system to record focal spot, a performance metric
analyzer to calculate system performance metric J from the data of
focal spot, and SA algorithm to produce control signal u for DM
according to the changes of J .

2.3. DM model

Based on clear aperture and separation distances between ac-
tuators in a unit circle, the normalized layout of 32-element DM
actuators is shown in Fig. 4.

We approximate the influence function of DM by Gaussian
Model
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where ω is the coupling coefficient determined by the sizes of
electrode actuators and the DM. x y( , )j j is the center coordinate of
the jth actuator. d is the normalized interval between the adjacent
actuators, and α is the Gaussian index. The phase compensation
u x y( , ) generated by the deformable mirror is

∑=
=

u x y v S x y( , ) ( , )
(2)j

j j
1

32

where vj is the jth voltage of the actuators. We can see that the
numeral relationship between the phase aberration generated by
the DM and voltages applied on the actuators is linear.
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Fig. 2. Functional block diagram of sensorless AO system.

Fig. 4. Layout of 32-element deformable mirrors actuators.

Table 1
Corresponding relationship between SA and physical annealing.

SA optimization problem Physical annealing

Solution State
Objective function Energy function
Optimal solution The state of the lowest energy
Suppose an initial temperature Heating to melting point
Find a new solution Isothermal
Lower the control parameter Tkparameter Cooling
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3. Analysis of SA algorithm in FSO communication system

3.1. SA algorithm

SA algorithm [25] is one of the stochastic optimization algo-
rithms well-suited for finding a global minimum (or maximum) of
some objective functions. It is based on the physical annealing
process by which a solid is heated to a temperature close to its
melting point, after which it is allowed to cool slowly so as to
relieve internal stresses and non-uniformites [21].

For a combinatorial optimization problem, the objective is to
find a solution (state) ⁎x to make =⁎c x c x( ) min ( )i for Ω∀ ∈xi ,
where Ω = ⋯x x x{ , , , }n1 2 is the solution space (state space) formed
by all the solutions, and c x( )i is the objective function value cor-
responding to the solution xi. As a stochastic algorithm, SA algo-
rithm works by assessing global optimal solution from any pro-
posed solution by defining an objective function, normally a single
number, whose value indicates how close that any solution is to
the target. In SA algorithm, a solution xi and the corresponding
objective function value c x( )i can be regarded as a state and the
corresponding energy of the object in the process of annealing
temperature respectively. The optimal solution ⁎x is the state of
the lowest energy.

In iteration of SA algorithm, Metropolis criterion [26]
= Δp J Texp( / )k k k (explained in detail in Section 3.2) is used to

evaluate whether the new solution is accepted [21]. Supposing an
initial temperature is equal to the heating process, finding a new
solution based on Metropolis criterion is equal of the isothermal
state, and gradual lowering control parameter Tk is equal to
the cooling process. The corresponding relationship is given in
Table. 1.
Fig. 3. Block diagram of simulation.
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As an effective global optimization technique, the most im-
portant advantage of SA algorithm is that it can statistically
guarantee an optimal solution. The related proofs are performed in
Sections 3.3 and 3.4.
0 1 2 3 4 5 6 7 8 9 10 11 12 1314 15 16 17

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

Temperature

Pr
ob
ab
ili
ty
of
th
el
ow
es
te

Fig. 5. Approximate curve of p T( )i i
3.2. Metropolis criterion

SA algorithm consists of three functional relationships per
iteration: probability density of state space of control parameters
for creating perturbation vector Δ = Δuu { }k i k; acceptance prob-
ability = − Δp J Texp( / )k k k for deciding whether new solution is
accepted or not, also called Metropolis criterion; schedule of
“annealing” in annealing-time step

λ= −T T (3)k k 1

where λ the is cooling rate. The control signal, or the state men-
tioned before, is updated with the rule

η= + Δ+u u u (4)k k k1

where η is an adjustment coefficient called step size.
Metropolis criterion is described as follows:
Let us define an objective function

=E E u( ) (5)k k

Then difference ΔJk can be obtained by

Δ = − = −− −J E E E Eu u( ) ( ) (6)k k k k k1 1

If Δ <J 0k , the new solution uk should be accepted; If Δ >J 0k ,
whether the new solution is accepted or not is adjudged according
to
1)
 If − Δ >J Texp( / ) rand(1)k k , new solution uk is accepted.

2)
 If − Δ <J Texp( / ) rand(1)k k , new solution uk is refused.
where rand(1) is a random number between 0 and 1.
In order to clearly describe the above problem, Metropolis

criterion can also be considered as a function ΔM J T( , )k k . If
Δ ≥M J T( , ) rand(1)k k , the new state is accepted, otherwise it should

be denied. After one time iteration, control parameter Tk is updated
by Eq. (3). Then we obtain a new state from Eq. (4) and start next
iteration. After enough numbers of iteration, we can reach global
optimum.

3.3. Convergence of SA algorithm

We do not give detailed mathematical proof, but a brief ex-
planation on the global optimality of SA algorithm [27]. According
to Boltzmann function, for a specified temperature Tk, the prob-
ability of the corresponding energy Ei can be written as

=
−

∑ −= ( )
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Here we suppose that n energy values ⋯E E E, , , n1 2 exist at
temperature Tk, and i is a corresponding state for Ei. Taking deri-
vative of p T( )i k with respect to Tk, we have
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Suppose ⁎Ei is the lowest energy value, the corresponding state
is ⁎i . Apparently,
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Eq. (10) shows that ⁎p T( )i k decreases with respect to Tk. The
corresponding curve is mainly of the shape given in Fig. 5.

and we can easily obtain that
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There exist two cases:
1)
 Only one global optimum state ⁎i exists. when →T 0k , for ∀ ≠ ⁎j i ,
there is

⎡
⎣⎢

⎤
⎦⎥− > ⇒

− −
→ − ∞ ⇒

− −
=⁎

⁎ ⁎
E E

E E

T

E E

T
0

( )
exp

( )
0j i

j i

k

j i

k

thus

⎡⎣ ⎤⎦

=
−

∑ −

=
∑ − −

=

=

=

⁎
⁎

⁎

( )
p T

E T

E T

E E T

( )
exp( ( / ))

exp ( / )

1
exp ( )/

1 (12)

i k
i k

j
n

j k

j
n

j i k

1

1

N Global optimum states exist and ⁎i is one of them. When →T 0k ,
2)

we have
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Since N global optimum states exist, the probability of the
lowest energy is close to 1, when →T 0k .

Based on this discussion, when Tk is high,−E T/i k is close to 0,
≈p T n( ) 1/i k , that means when temperature is high, the probability

of each state is almost equal, therefore SA algorithm starts wide
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area random search. With the decrease of Tk, p T( )i k is distributed
unevenly. Finally, →T 0k , →⁎p T( ) 1i k , which implies that SA algo-
rithm has good ability for searching global optimum state ⁎i .
3.4. Global optimum of SA algorithm

To better and further understand SA algorithm, we can consider
SA algorithm as a Markov chain, which is a reasonable choice
because of the following reasons: SA algorithm starts from an in-
itial state, and each state transition will select a new state j from
neighborhood N i( ) of the present state i with the accepted state j
based on Metropolis criterion ΔM J T( , )k k determined only by the
new state j, the present state i and the parameter Tk. We should
note that “select new state j” and “accept new state j” are dif-
ferent. We can select j by probability but do not have to accept it.
If state j does not satisfy Metropolis criterion, we abandon the
state j and find other new state ′j .

In theoretical analysis, we neglect the limitation of the neigh-
borhood N i( ) and suppose that state i can select every state wan-
ted. The state transfer probability matrix TP( )k is written as

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
=

…
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⋯
T

p T p T

p T p T
P( )

( ) ( )

( ) ( ) (14)
k

k n k

n k nn k

11 1

1

where p T( )ij k is the state transfer probability form state i to state j
under the condition of temperature Tk, and

=p T g T me T( ) ( ) ( ) (15)ij k ij k ij k

where g T( )ij k is the selection probability of state j under the con-
dition of state i, me T( )ij k is the criterion operator based on Me-
tropolis criterion to determine whether the new state j should be
accepted or not. From the analysis above, a new selected state j is
always accepted and SA algorithm starts from a wide area random
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Fig. 6. Optimization by SPGD algorithm. (a) Local optimum access from starting point
starting point c.
search, when → ∞Tk , TP( )k can be written as
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Considering →T 0k , we can find energy values
= ⋯E i n, 1, 2, ,i in ascending order

≤ ≤ ⋯ ≤E E E (17)s s sn1 2

And the corresponding states are = ⋯si i n, 1, 2, , . Appar-
ently, s1 is just the global optimization state ⁎i . We can rewrite the
state transfer probability matrix TP( )k as ⁎ TP ( )k
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otherwise it is abandoned by Metropolis criterion, hence
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and

⎛
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It is a down triangular matrix. It is worth to mention that
the 1st row vector ⋯(1 0 0 0) cannot go to other states from
state s1, when →T 0k .

When →T 0k , we define π π πΠ = ⋯( , , , )s s sn1 2 is the probability
vector of steady state. Then we can obtain

Π Π= ⁎ TP ( ) (23)k

Eq. (23) can be written as
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We know π ≥ ≥g T0, ( ) 0si sis k1 and >g T( ) 0sis k1 , therefore
π = = ⋯i n0, 2, 3, ,si . In other words, when →T 0k , Π=

⋯(1, 0, , 0) is the probability vector of steady state, which means
when Markov process is stable, state ⁎s i1( ) is reached with prob-
ability 1.
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Fig. 7. Optimization by SA algorithm. (a) Global optimum access from starting point a.
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3.5. Comparison between SA and SPGD algorithm

SPGD algorithm is used in FSO communication system to
compensate wave-front aberrations [13] for comparison. SPGD
algorithm has a disadvantage that may be trapped in a local op-
timum [28]. While SA algorithm can attain global optimum as long
as the iteration number is large enough with proof in Section 3.2.
Two groups of figures (Fig. 6 and Fig. 7) are given to show the
difference between two optimization algorithms.

In Fig. 6, the drawback of SPGD algorithm is shown. A starting
point “a” in (a) can only access local maximum ending point “A”
but not global maximum “C”. The reason is that when the opti-
mization is trapped in a local maximum, the point “A” has no
chance to get over the local maximum and cannot access the
global maximum. This depends on the initial point, we can see
that in (a) and (b), an inappropriate initial point (starting point “a”
or starting point “b”) leads to a bad local maximum (ending point
“A” or ending point “B”), but an appropriate initial point (starting
point “c”) can access the global maximum “C”, as shown in (c).

While Fig. 7(a–c) shows that SA algorithm can always access
the global maximum no matter which initial point is chosen. Some
relative simulations are performed in Section 4. Some other opti-
mization algorithms are also proposed for sensorless adaptive
optical systems. The performance of genetic algorithm (GA) is
barely satisfactory since it is easily trapped in bad local optimum
point its and convergence speed is low. In fact this is a common
problem in the intelligent algorithms and swarm algorithms, in-
cluding artificial fish swarm algorithm, shuffled frog leaping al-
gorithm and so on. But with a high dimension search space, par-
ticle swarm optimization (PSO) is the only exception. Algorithm of
pattern extraction (Alopex) is a local optimization algorithm and
its convergence speed is also low. Hybrid genetic-hill climbing
(HGHC) algorithm and hybrid simulated annealing-hill climbing
algorithm (SAHC) are not greatly concerned currently because they
do not work better than SPGD and are difficult to realize. In fact,
SPGD algorithm, realized in experiment, is one of the most com-
mon ways in correcting the wavefront aberration currently.
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Table 2
Basic parameters of CCD.

Pixel size 9.9 μm�9.9 μm2

Resolution 256�256
Frame rate 1076

y

I(x,y)

I(x,y) = IT
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3.6. SA algorithm in FSO communication system

In AO control of FSO communication system, SA algorithm is
well suited to the task due to its ability to independently optimize
many variables synchronously. Control of the DM is based on
optimization of a system performance metric J by using SA algo-
rithm. This metric is proportional to Root-Mean-Square (RMS)
value of the wave-front aberration, which is conventionally used
for FSO communication system.

In practice, we choose RMS value as the objective function
value and try to find the global minimum. A voltage vector u
corresponds to the “state” mentioned before.

The main flow can be described as follow:
1)
 Get an initial voltage vector = = = ⋯⁎ u u uu u u ( , , , )0 1 2 32 ;

2)
 Submit =⁎u u to DM model, then get residual wave-front RMS

value R;

Contour line forO
3)
 Get a new voltage vector ′u by Eq. (4);
I(x,y) = IT
4)
 Submit ′u to DM model, then get residual wave-front RMS va-
lue ′R ;
 S
5)
x

Determine whether ′u is accepted:
a) Rkþ1oRk, then ′u is accepted, = = ′⁎u u u ;
b) Rkþ1ZRk, then ′u is accepted based on Metropolis criterion:

if − ′ − >R R Texp ( ( )/ ) rand(1), = = ′⁎u u u ; if −exp (
′ − <R R T( )/ ) rand(1) , =⁎u u.
Fig. 8. Area S truncated by optical intensity of =I x y I( , ) T
If reaching the ending standard, end the iteration; otherwise,
update T by Eq. (3), then go back to step 3;
6)
 ⁎u is the state corresponding to the global minimum.

The goal of a conventional adaptive optics system is to mini-
mize the residual phase aberrations after the incoming wave
passes the deformable mirror. This corresponds to the maximiza-
tion of Strehl Ratio (ST) which is defined as the ratio of the actual
maximum intensity of the zero order diffraction spot and its the-
oretical upper limitation for an undistorted wave.

Generally, the received laser signals are coupled into a single
mode fiber, so the coupling efficiency of single mode fiber, defined
as the ratio of the average power coupled into the fiber to the
average power in the receiver aperture plane [29], has significant
influence on the performance of FSO system. The coupling effi-
ciency can be expressed as

∬
∬ ∬

∝
×

⁎

⁎ ⁎
J

A r M r d r

A r A r d r M r M r d r

( ) ( )

( ) ( ) ( ) ( ) (27)

f

f f

0
2 2

2
0 0

2

where A r( )f is the Fourier transform of single-mode fiber optical
field,M r( )0 is the incident optical field in the focal plane,A r( )f and
M r( )0 are complex quantities. Since Eq. (12) is too complex to
calculate, we apply ST to simplify the average coupling efficiency
[29,30] given by

∝ST A r( ) (28)f 0
2

where r0 is the desired on-axis location of the center of the fiber.
Assume that the wave-front phase aberration satisfies Gauss dis-
tribution, then ST can be estimated by variance RMS2 as follows:

∝ −ST exp( RMS ) (29)2

When RMS2 is close to zero, we can get an easier formula as

∝ −ST 1 RMS (30)2
In practice, pixel size of CCD camera approximately equals to
the fiber diameter,ST is expressed as [2]

=
∑ =

ST
A i

A i

max [ ( )]

[ ( )] (31)i
N

2

1
2

where,A i( ) is the gray value of the ith pixel, and N is the number of
pixels. The basic parameters of CCD are shown in Table 2.

With the increase of the coupling efficiency, more energy is
coupled into the single mode fiber, BER of the FSO communication
system decreases significantly. In the theory analysis, without
considering detector noise, BER for an on–off-keying (OOK) FSO
communication system with a threshold value – an appropriate
intensity IT , can be calculated by [31]

= ≤P I IBER
1
2

( ) (32)T

where ≤P I I( )T is the probability of ≤I x y I( , ) T , x y( , ) is a pixel in
the focus plane of the detector and I x y( , ) is the corresponding
intensity. Due to regardless of the detector noise, code “0” will not
be misjudged. Consequently, it cannot produce bit error. On the
other hand, for code “1”, when the intensity is not in area

= >S x y I x y I{( , ): ( , ) }T , as shown in Fig. 8 [31], it will be decoded as
code “0”, then bit error appears. In practice, the optical intensity of
the center point (0, 0) or the center area of the image, received on
focus plane, is used to determine whether bit error appears.
Related simulations in Section 4 show that BER in FSO commu-
nication system dramatically decreases by using SA algorithm.
4. Numeral simulations

4.1. Wave-front aberration correction with SA algorithm and com-
parison with SPGD algorithm

In numerical simulations, we introduce a group of original
wave-front aberration and assume that the limitation of stroke is



Table 3
Zernike coefficients of introduced wave-front aberration.

Zernike order 3rd order 4th order 5th order 6th order 7th order 8th order 9th order 10th order
Zernike coefficient 1.30 0.65 �0.40 0.32 �0.45 �0.30 0.25 �0.15
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enough and the receiving aperture is 120 cm, the wave-front
aberration satisfies Gauss distribution without considering the
noise and the energy loss of AO system, the analysis of the cou-
pling efficiency is provided. We introduce the initial wave-front
aberration with Zernike coefficients shown in Table 3. With the
introduced aberration, the initial coupling efficiency is only 41.67%,
that means more than half energy is lost through the propagation.
The corresponding atmospheric coherent length is about 3–4 cm
[32], and such small value means a strong turbulence fluctuation.

In addition, one main reason for the use of analog VLSI in the
AO system is the inherent necessity of high iteration rates for the
compensation of the dynamic wave-front distortions [13]. Al-
though these self-induced-aberration experiments only give a
general idea about the system behavior, we should consider them
as a coarse estimation. As discussed earlier [4,13], the convergence
depends on the spatiotemporal correlation of the phase distor-
tions. This relationship cannot be modeled with self-induced
aberrations. Hence the effective bandwidth for the turbulence
compensation can be expected higher than the anticipated from
these experiments.

Comparisons about some already existing algorithms are given
in Fig. 9. We can find that these algorithms have similar results
(final coupling efficiencies are about 0.88), and the convergence
speeds achieve about 2000–3000 iterations. And HGHC and SAHC
algorithms do not provide us interest because of local extremum
and computation complexity. PSO is only at the stage of design and
simulation with the problem of local extremum even it has tol-
erated convergence speed [33].

SPGD algorithm and SA algorithm are respectively used to
compensate the wave-front aberration. In SPGD algorithm, the
gain coefficient γ = +J C0.6/( ), J is the performance metric which
always is ST and >C 0 is a constant. Each element of the random
disturbance vector Δv is independent and satisfies Bernoulli dis-
tribution, and Δ =v V0.09i ( = ⋯i 1, 2, , 32). While in SA algorithm,
the cooling rate λ in Eq. (3) is 0.85, the adjustment coefficient η in
Eq. (4) is 1.0, the perturbation vector Δuk in each iteration is a
random vector, and each element in Δuk is 0.09 V.
Fig. 9. Coupling efficiency with
Three groups of comparisons about the residual wave-front
aberration between SA algorithm and SPGD algorithm are given in
Fig. 10. The initial state (initial voltage vector v(0)) in each group is
shown in Table 4.

All these above results show that SA algorithm performs better
than SPGD algorithm in FSO AO system, due to its global optimi-
zation character. The performance of SPGD algorithm in FSO sys-
tem badly depends on the initial voltage vector v(0), it can be easily
trapped in the local optimum but SA algorithm always accesses
the global optimum. Note that SA algorithm may accept a “worse”
state due to Metropolis criterion, which means it may perform
worse than SPGD algorithm at start, but it finally does better than
SPGD algorithm after enough iteration. Other conclusion from
Fig. 10 is that SA has fast compensation convergence speed, which
is a modest improvement compared with SPGD. After taking dif-
ferent platforms into account, we use iteration number to re-
present the convergence speed. By the selected parameters, SA has
800–900 iterations while SPGD (or some other algorithms such as
PSO) needs more than 2000 iterations. Again, this is only a coarse
estimation and can explain the problem to some extent. To be
more concrete, SPGD has been an implemented method and the
experiment results (with corresponding efficiencies) are shown in
Fig. 11. We know that these experiment results are not so ideal as
that given in simulation because of the device constraints.

Take initial voltage vector = ⋯v {1.0, 1.0, , 1.0}(0) (as in
Group1), the correcting results of SA are demonstrated in Fig. 12.
Graphs (a–i) are the initial wave-front aberrations and the residual
wave-front aberrations after 50, 100, 1500, 200, 500, 1000, 2000,
5000 iterations respectively.

4.2. Simulations about the performance in FSO communication
system

Some corresponding normalized optical intensity character of
the images received at the FSO communication system receiver is
shown in Fig. 13. It is obvious that more and more energy con-
verges in the center (0, 0) with the decrease of RMS.
some algorithms in FSO.



Fig. 10. Comparisons of residual wave-front aberration between SA algorithm and SPGD algorithm.
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Fig. 14 shows the approximate relationship between the aver-
age coupling efficiency and the RMS of wave-front aberrations,
according to Eqs. (28) and (29).

Due to the reduced RMS in residual wave-front aberrations, the
coupling efficiency at the FSO receiver is improved, and the per-
formance of the FSO communication system is significantly
improved too. Detailed data of three groups based on SA algorithm
and SPGD algorithm is shown in Table 5.

In addition, we have known that the single shot correction
assumption is concerned for the algorithm converge speed and
atmospheric time. And SPGD is a typical example in [13] with
about 500 iterations in experiment, or corresponding to 50 ms. As



Table 4
Initial voltage vector in each group.

Group no. Initial voltage vector Group no. Initial voltage vector

Group 1 v(0)¼{1.0.1.0,…,1.0} Group 5 v(0)¼{1.8.1.8,…,1.8 }
Group 2 v(0)¼{1.5.1.5,…,1.5} Group 6 v(0)¼{2.0.2.0,…,2.0}
Group 3 v(0)¼{0.8.0.8,…,0.8} Group 7 v(0)¼{2.5.2.5,…,2.5}
Group 4 v(0)¼{0.5.0.5,…,0.5} Group 8 v(0)¼{0.0.0.0,…,0.0}

Fig. 11. Images captured by CCD. (a) Before correction (�3%) (b) After correction
(65%)

Fig. 12. Residual wave-front aberrations after different iterations.

Fig. 13. Optical intensity character of the received images.

Fig. 14. Relationship between average coupling efficiency and RMS of wave-front
aberrations.
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Table 5
Comparison of coupling efficiency at FSO receiver between SA and SPGD.

No. Initial coupling efficiency (%) Coupling efficiency with SPGD (%) Coupling efficiency with SA (%)

1 41.67 87.60 98.87
2 – 86.46 98.91
3 – 87.85 99.00
4 – 80.00 98.86
5 – 79.42 98.35
6 – 81.82 98.15
7 – 87.60 98.87
8 – 82.64 98.69
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mentioned above, the operation rate is limited by the MEMs DM
(7–8 kHz), which theoretically satisfies the requirement of AO
system correction. Greenwood frequency [34], an important me-
tric to measure the character in time of the atmospheric turbu-
lence, expresses the requirement of MEMS bandwidth. In practice
we should ensure the convergence time in tens of milliseconds at
the same level of atmospheric coherent time. Ideally, when the
processor speed is fast enough, the atmospheric is almost static if
the algorithm convergence speed is near the atmospheric coherent
time. When we consider the implementation of the algorithm in
practice, the parameters and the metric should be modified based
on the experience of the operators and the specific circumstances.
The other importance is that AO often does not directly correct the
received signal but the beacon because of consideration of Nyquist
principle.
5. Conclusion

In this paper, in order to guarantee the performance of FSO
communication system under bad atmospheric environment, a
new sensorless FSO AO system with a proposed global optimiza-
tion algorithm SA is presented to compensate the wave-front
aberration. Our SA algorithm can access global optimumwith brief
theoretical explanation and computer simulations, Therefore this
FSO AO system can get better performance in the comparisons
between using SA algorithm and SPGD algorithm. The compared
results also show that the average coupling coefficient increases
from 41.67% to more than 98%, the dissipation of energy is
reduced.
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