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Multispectral time delay and integration charge coupled device (TDICCD) image compression requires a low-
complexity encoder because it is usually completed on board where the energy and memory are limited. The Consultative
Committee for Space Data Systems (CCSDS) has proposed an image data compression (CCSDS-IDC) algorithm which is
so far most widely implemented in hardware. However, it cannot reduce spectral redundancy in multispectral images. In
this paper, we propose a low-complexity improved CCSDS-IDC (ICCSDS-IDC)-based distributed source coding (DSC)
scheme for multispectral TDICCD image consisting of a few bands. Our scheme is based on an ICCSDS-IDC approach
that uses a bit plane extractor to parse the differences in the original image and its wavelet transformed coefficient. The
output of bit plane extractor will be encoded by a first order entropy coder. Low-density parity-check-based Slepian–Wolf
(SW) coder is adopted to implement the DSC strategy. Experimental results on space multispectral TDICCD images show
that the proposed scheme significantly outperforms the CCSDS-IDC-based coder in each band.

Keywords: multispectral CCD images, Consultative Committee for Space Data Systems – image data com-
pression (CCSDS-IDC), distributed source coding (DSC)
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1. Introduction
Multispectral time delay and integration charge coupled

device (TDICCD)[1–4] images are of interest for a large num-
ber of applications, including geology, environmental moni-
toring, natural resource management, and meteorology. The
growing interest is motivated by several concurring reasons.
One of the most important reasons is the improved quality
of a state-of-the-art sensor which delivers images with very
high spatial, spectral, and radiometric resolution.[5–7] How-
ever, together with this wealth of information comes the prob-
lem of managing such a huge quantity of data which must be
transmitted to the ground station on limited-capacity channels,
which takes a long time, and finally disseminated to the end
users on common transmission facilities. Therefore, suitable
compression algorithms are highly desirable in all the phases
of the data lifetime and can play a central role in the successful
remote-sensing applications.

Most of the multispectral TDICCD image compression
algorithms are based on a three-dimensional (3D) transform
stage, such as 3D Karhunen–Loeve transform (3D KLT),[8]

3D discrete cosine transform (3D DCT), and discrete wavelet
transform (3D DWT).[9] The 3D DWT provides an efficient
way to compress images by separating the multispectral im-
age into several scales in the spatial and temporal dimensions
and exploiting the correlations across scales as well as within
each scale for intra-bands and inter-bands. There have ex-

isted several well-known multispectral image compression al-
gorithms, like 3D EZW,[10] 3D EBCOT,[11] 3D SPIHT, and 3D
SPECK.[12] The JPEG2000[13,14] algorithm for a multispec-
tral image in 3D mode, using 3D EBCOT as its kernel, is also
a 3D DWT-based compression approach and usually taken as
the reference technique. Multi-spectral image compression re-
quires a low-complexity and error-resilient encoder because
it is usually completed on board where the energy and mem-
ory are limited and transmitted to the ground segment. How-
ever, those algorithms based on JPEG2000 and 3D transform
that help to provide high compression performance also have
excessive implementation complexity.[15] This limits the suit-
ability for satellite-borne missions with high data throughput
rates and limited capacities of acquisition, storage, and trans-
mission.

The Consultative Committee for Space Data Systems –
Image Data Compression (CCSDS-IDC)[16] specifically tar-
gets use aboard spacecraft and focuses more on compression
and less on options of handling and distributing compressed
data. A careful trade-off has been made between compres-
sion performance and complexity, which is very suitable for
on-board image compression. However, CCSDS-IDC is only
suitable for two-dimensional (2D) remote sensing images and
usually does not provide satisfactory results for multispectral
data, because it can be employed in each band to reduce spec-
tral redundancy but not reduce spectral redundancy in inter-
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bands.
Given the close spatial and spectral correlation among

multi-spectral images, we can employ the distributed source
coding (DSC) principle to compress them efficiently at a lower
cost. Compared with conventional source coding schemes,
the DSC method can shift the complexity from encoder to de-
coder. A number of the DSC-based compression frameworks
have appeared over the past few years. Zhang et al.[17] pro-
posed a lossless compression method for multispectral images
based on DSC and prediction with very low encoder complex-
ity. Abrardo et al.[18] put forth lossless and lossy DSC-based
compression methods. However, these methods are not suit-
able for multispectral TDICCD image compression. In this
paper, we propose a low-complexity DSC scheme for onboard
compression of multi-spectral images.

The rest of this paper is organized as follows. In Section 2
the DSC theory is introduced. In Section 3 the architecture of
the method is presented. In Section 4, the experimental results
are demonstrated. In Section 5 some conclusions are drawn
from the present study.

2. Distributed source coding theory
In recent years, DSC has received increasing attention

from the signal-processing community. Random variables are
denoted by capital letters, e.g., X , Y . Realizations of random
vectors of finite length n bits are denoted by bold-face lower-
case letters, e.g., 𝑥, 𝑦. Matrices are denoted by bold-face up-
per case letters; 𝐼k and 𝑄k1×k2 are k× k identity matrix and
k1×k2 all-zero matrix, respectively. All variables and channel
codes are binary.

Let {Xi,Yi}∞

i=1 be a sequence of independent drawings of
a pair of independent, identically distributed (IID) correlated
random variables (X , Y ). It is convenient to model the cor-
relation between X and Y by a “virtual” correlation channel:
X = Y +N, where the random variable N is the correlation
channel noise that is independent of Y .

2.1. Slepian–Wolf coding (SWC)

SWC is concerned with compressing discrete random
variables X and Y separately and transmitting the resulting
bit-streams over a noiseless channel to the receiver for joint
decoding. The Slepian–Wolf theorem[19] asserts that if X and
Y are compressed at rates RX and RY , respectively, where
RX ≥ H(X |Y ), RY ≥ H(Y |X), and RX +RY ≥ H(X , Y ), then
the joint decoder can recover them nearly without loss. In the
sequel, we only focus on the special case, known as source
coding with decoder side information, where Y is perfectly
known at the decoder as side information. This case can be
viewed as approaching the corner point (RX , RY ) = (H (X |Y ),
H(Y )) in the Slepian–Wolf rate region.

2.2. Wyner–Ziv coding (WZC)

WZC[20] generalizes the setup of SWC in that coding of X
is with respect to a fidelity criterion rather than being lossless.
In addition, the source X could be either discrete or continu-
ous. In Ref. [20] there was an examination of the question of
how many bits were needed to encode the source X under the
constraint that the average distortion between X and decoded
version X̂ satisfied E{d(X , X̂)} ≤ D, on the assumption that
the side information Y (discrete or continuous) was available
only at the decoder. Denote R∗WZ(D) as the achievable lower
bound of the bit rate for an expected distortion D for WZC,
and R∗X |Y (D) as the rate-distortion function of coding X with
side information Y available also at the encoder.

2.3. Source-channel coding with decoder side information

When the transmission channel is noisy in the SWC prob-
lems, error protection is needed. In the noisy channel SWC
case, the separation theorem is proved in Ref. [21] where it
is shown that if the receiver has side information Y of the un-
coded source X , then the entropy of the source, H(X), in the
standard separation theorem is replaced by H (X |Y ). Equiv-
alently, the Slepian–Wolf limit in this noisy channel case is
H(X |Y )/C, where C ≤ 1 is the channel capacity. A sepa-
ration theorem for lossy source-channel coding with decoder
side information, i.e., the noisy channel WZC case, is given in
Ref. [22]. It replaces the conditional entropy H(X |Y ) in the
separation theorem for noisy channel SWC[21] by the Wyner–
Ziv rate-distortion function R∗WZ(D).

3. Proposed scheme

In terms of the trade-off between memory, complex-
ity, and performance, we present a low-complexity im-
proved CCSDS-IDC (ICCSDS-IDC)-based DSC (ICCSDS-
IDC-DSC) scheme for multispectral CCD images consisting
of a few bands. Obviously, CCSDS-IDC-based encoders im-
posed on hardware are less extensive than traditional ones.
Furthermore, the proposed ICCSDS-IDC algorithm uses a bit
plane extractor to parse the differences in the original image
data and its wavelet transformed coefficients. The output of
the bit plane extractor will be encoded by a first order entropy
coder. This feature provides us with the opportunity to gain
image encoders to obtain a better performance than conven-
tional CCSDS-IDC-based encoders and to adopt DSC tech-
nique to achieve lower complexity than traditional ones.

3.1. Improved CCSDS-IDC

Figure 1 shows the architecture of the proposed ICCSDS-
IDC encoder and decoder.
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Fig. 1. Proposed ICCSDS-IDC algorithm architecture.

The proposed ICCSDS-IDC combines the CCSDS-IDC
algorithm and specific residue image bit plane compensation.
The input image X is first encoded by the DWT + BPE and
then reconstructed by the decoder to produce the reconstructed
image X̃ . The residue image E is obtained by subtracting
the reconstructed image X̃ from the original image X . The
residue image E is further decomposed into bit planes. The
specific residue image E will be compressed by 1st order en-
tropy coder to further reduce the volume of data. The encoded
bit plane will then be sent together with the CCSDS-IDC com-
pressed image. After receiving the encoded data, the decoder
decodes separately the CCSDS-IDC compressed image and
the bit plane of residue. The decoded image will be obtained
by adding the bit plane to the reconstructed image X̂ . By ap-
plying the bit plane compensation, the proposed ICCSDS-IDC
can obtain a higher-quality reconstructed image at a similar
bit rate or a similar-quality objective reconstructed image at a
lower bit rate. On the other hand, the low complexity makes
the proposed algorithm easily implemented.

3.2. Proposed algorithm architecture

Figure 2 shows the proposed ICCSDS-IDC-DSC archi-
tecture. We consider the multispectral images consisting of a
few bands as a group. In the group, there is a key band which
is compressed directly by the ICCSDS-IDC. The key band has
a relatively high quality. All the other bands are compressed
based on DSC.

The reference bands Xi−1 and Xi−2 are transmitted by
means of the ICCSDS-IDC. In the ICCSDS-IDC, we combine
the CCSDS-IDC and specific residue image bit plane compen-
sation rather than CCSDS-IDC coder. As a result, its recon-

structed images X̂i−1 and X̂i−2 are generated and offered on the
decoder side.

In order to make X ′i globally as “similar” to Xi as pos-
sible, a second-order filter is adopted and has the following
prediction formula:

x′ = a(v−mv)+b(w−mw)+mx, (1)

where “x′” denotes the pixels in the prediction band X ′i , “x” the
pixels in the current band Xi, “v” and “w” refer to the pixels
co-located with the current pixel in two bands Xi−1 and Xi−2, a
and b the prediction coefficients, mv = E{v} and mw = E{w}
the expectation values of the random variables v and w, respec-
tively. The second-order filter is applied at the encoder to yield
an approximate version of Xi. To calculate the prediction coef-
ficients a and b, we use the pixels between Xi, Xi−1, and Xi−2

to fit the data best through solving a Wiener–Hopf equation[
δ 2

v δwv
δwv δ 2

w

][
a
b

]
=

[
δxv
δxw

]
. (2)

Define the context windows of the current and the previous
band as shown in Fig. 3; the statistical parameters can be ap-
proximated as

δ
2
v = E{v2}−m2

v =
1

M2

(
M

M

∑
i=1

v2
i − (

M

∑
i=1

vi)
2
)
, (3)

δwx = E{wx}−mwmx,

=
1

M2

(
M

M

∑
i=1

wixi−
M

∑
i=1

wi

M

∑
i=1

xi

)
, (4)

where M is the context window size. Other parameters can be
calculated likewise.
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Fig. 2. ICCSDS-IDC-DSC-based coding architecture for multi-spectral images.
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Fig. 3. Definitions of context windows (a) and two previous bands (b), and current band (c).

On the decoder side,

x̃ ′ = a(v̂−mv̂)+b(ŵ−mŵ)+mx̃

is adopted as the filter, where x̃′i represents the estimated ver-
sion yielded. Since the second-order model is unknown to the
decoder, it is necessary to convey the coefficients a and b to
the decoder. The coefficients can help to yield more accurate
representation of band Xi, i.e., X̃ ′i .

In the case of Xi, DWT transform is introduced, and the
bit-planes of the DWT coefficients are extracted and encoded
by the BPE algorithm to obtain CCSDS-IDC bit-planes and
compressed bits. CCSDS-IDC compressed bits are recon-
structed by the decoder to produce the reconstructed image.
The residue image is obtained by subtracting the reconstructed
image from the original image and further decomposed into
compensation bit planes. The compensation bits are gray en-
coded. In our scheme, we choose LDPC code as the powerful
error-correcting code to realize the DSC strategy. The LDPC-
based SW coder is implemented to encode the CCSDS-IDC
bits. The essential parameter that determines the compression
rate is the value of crossover probabilities (the crossover prob-
abilities between the corresponding bit-plane locations of Xi

and X ′i , with BSC being the virtual channel), and it is the key

ingredient of the LDPC-based SW encoder. The ICCSDS-
IDC encoder is used to process the DWT coefficients of X ′i
in order to extract CCSDS-IDC and compensation bit-planes.
These generated CCSDS-IDC and compensation bits are com-
pared with those of Xi so as to compute the crossover proba-
bilities. Additionally, a table is built offline that relates dif-
ferent crossover probabilities to compression rates, at both the
encoder and the decoder. Once the crossover probability is ob-
tained, a proper compression rate can be selected. Specifically,
we use the LDPC accumulate (LDPCA) code[23] to implement
the SW encoder.

The structure on the right side shows how it works at the
DSC decoder. The estimated value X̃ ′i is generated by directly
using X̂ ′i−1 and X̂ ′i−2. Then, the ICCSDS-IDC and compen-
sation bits of X̃ ′i are obtained by the ICCSDS-IDC encoder
and then made available as side information. Combined with
the precise side information and the passed syndromes, the
LDPC-based SW decoder is then employed to reconstitute the
ICCSDS-IDC bits. Afterward, the compensation bits in gray
code are transformed to natural binary code. After the CCSDS
and the first order entropy decoder, we finally reproduce the
band X̂i.
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4. Experimental results

4.1. Compression efficiency

As usually done in the literature, we use three groups
512×512, 8 bpp (bits per pixel) remote sensing images with
four bands to measure the radiation from the Earth filtered at
wavelengths 0.45 µm–0.52 µm, 0.52 µm–0.60 µm, 0.63 µm–
0.69 µm, and 0.76 µm–0.90 µm, for evaluating our ICCSDS-

IDC-based DSC scheme. Three-level Daubechies 9/7 DWT
is performed. LDPCA code with a length of 396 specified
in Ref. [23] is used, which can perform within 10% of the SW
bound at a moderate rate. All software is written in MATLAB,
and runs on PCs with 3.6-GHz CPU and 4-GB memory. The
following diagrams illustrate the results.

Figure 4 shows the key bands for three original and re-
constructed images. The code rate of the key bands is 2.0 bpp.

(a)
(b) (c)

(f)(e)(d)

Fig. 4. Key band images : original image ((a)–(c)) and reconstructed image at 2.0 bpp ((d)–(f)).

To objectively evaluate the performance of the proposed
DSC scheme, extensive experiments are carried out on a num-
ber of multi-spectral data at various coding bit-rates. In the
first experimental part, we compare the compression results
obtained with the proposed coder with those achieved with 2D
SPIHT,[24] JPEG2000,[25] CCSDS,[26] and JPEG-LS[27] inde-
pendently. The quality assessment of the decoded images is
based on rate-distortion results measured by the overall SNR
and given by

PSNR = 10log10

(
P

MSE

)
(dB), (5)

where P and MSE denote the power of the original image and
the mean squared error, respectively. Figure 5(a) shows the
test results of PSNR at 2.0 bpp, 1.0 bpp, 0.5 bpp, and 0.25 bpp
using our method. The PSNR comparisons are demonstrated
in Fig. 5(b). Due to fully using intra- and inter-redundancy
of DWT coefficients, the proposed ICCSDS-IDC-based DSC
scheme achieves the best compression performance and 1.225-
dB∼8.197-dB PSNR gain on average in comparison with the
other five DSC-based codes in norm compression ratio 1 bpp.
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Fig. 5. (color online) The test results of PSNR at 2.0 bpp, 1.0 bpp,
0.5 bpp, and 0.25 bpp.
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4.2. Complexity

The complexity of the proposed algorithm is compared
with those of existing schemes. As a global complexity mea-
sure, we take the running time of a software implementation
of the encoders, in C language, on Windows workstation and
then the C software is optimized and runs a TMS320DM642
EVM board. The results are reported in Table 1 and are nor-
malized with respect to the complexity of 3D-SPIHT. As can
be seen, our proposed algorithm is faster than 3D-SPIHT while
providing better compression performance.

Table 1. Complexity of various encoders.

Algorithm Complexity Throughput
3D-SPIHT 1 27 ksample/s
JPEG-LS 0.89 115 ksample/s

DWT-based DSC 0.71 189 ksample/s
Our method 0.52 290 ksample/s

There is a key reason why our scheme can achieve a bet-
ter performance than others. First, the gray code is used to
enhance the correlation between the source and the side infor-
mation. The DSC coder can achieve better coding efficiency
with more accurate side information. We can employ the close
relation of the multi-spectral images in our scheme more ef-
fectively than in others. Overall, the proposed scheme shows
excellent lossy compression performance and delivers better
compression results than the commonly used coders while ex-
hibiting low computational complexity.

5. Conclusion
In this paper, we propose a low-complexity ICCSDS-

IDC-based distributed source coding (DSC) scheme for mul-
tispectral TDICCD image consisting of a few bands. Our
scheme is based on an ICCSDS-IDC approach that uses a bit
plane extractor to parse the differences in the original image
and its wavelet transformed coefficients. The output of bit
plane extractor will be encoded by a 1st order entropy coder.
A low-density parity-check-based Slepian–Wolf (SW) coder is
adopted to implement the DSC strategy. Experimental results

on space multispectral TDICCD images show that the pro-
posed scheme considerably outperforms the DWT-based coder
in each band.
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