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Abstract. To mitigate the impact of the error between the estimated chan-
nel fading coefficient and the perfect fading coefficient on the bit error rate
(BER), a priori conditional probability density function averaging the esti-
mation error is proposed. Then, an improved maximum-likelihood (ML)
symbol-by-symbol detection is derived for the free-space optical commu-
nication systems, which implement pilot symbol assisted modulation. To
reduce complexity, a closed-form suboptimal improved ML detection is
deduced using distribution approximation. Numerical results confirm that
BER performance improvement can be reached by the improved ML
detection, and that its suboptimal version performs as well as it does.
Therefore, they both outperform classical ML detection, which doses
not consider channel estimation error. © 2013 Society of Photo-Optical
Instrumentation Engineers (SPIE). [DOI: 10.1117/1.OE.52.1.015004]
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1 Introduction
Free-space optical (FSO) systems operating over a turbulent
atmosphere channel experience fading of the received optical
signal, which severely affect the reliability of the FSO link.
Currently, the on-off keying (OOK) intensity modulation
(IM) and direct detection (DD) are mainly employed for
commercial FSO systems. For such mechanisms, the perfect
channel’s instantaneous fading intensity is needed to detect
the received fading signal. Many previous studies assumed
the receiver had perfect knowledge of the instantaneous
fading intensity.1–4 To avoid dependency on the perfect
instantaneous fading intensity, detection techniques without
channel state information (CSI) have attracted attention. Zhu
and Kahn5–7 first investigated maximum-likelihood sequence
detection (MLSD) in the context of FSO communications.
Despite MLSD’s efficiency, the computation of multidi-
mensional integrals are inevitable for MLSD, therefore it suf-
fers from high complexity.8–10 To reduce the complexity,
suboptimal MLSD metrics have been proposed in Refs. 8
and 9 for different detection models. Similarly, to address

the complexity issue and to get rid of the dependent on
channel’s fading statistics, another generalized maximum-
likelihood sequence detection (GMLSD) suboptimal detec-
tion rule has been suggested in Ref. 10. But in practical
implementation, GMLSD requires at least one symbol in
the transmitted sequence to correspond to the on-state.
Though the above multi-symbol detection methods do not
require the perfect knowledge of the instantaneous fading
intensity, it brings out severe delay and high complexity.
In practical systems, pilot symbol assisted modulation
(PSAM) has been shown to be an effective solution for
obtaining channel state information at the receiver (CSIR).11

For PSAM, some known pilot symbols were sent,12–14 then
the receiver estimated the instantaneous fading intensity be-
fore proceeding to the detection of data symbols. However,
due to the finite length of pilot symbols and to noise, the
receiver just obtains an imperfect estimation of the channel,11

so the detection performance is greatly degraded.
To mitigate the impact of the error induced by the imper-

fect channel estimation, in this paper, an improved ML
symbol-by-symbol detection and its suboptimal version are
deduced for an FSO system, which implements PSAM and
operates over atmospheric turbulence induced fading channel.0091-3286/2013/$25.00 © 2013 SPIE
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2 Signal Model
In this section, we list the channel fading model of interest
and introduce the received signal model.

2.1 Channel Fading Model

An FSO system employing IM/DD and OOK modulation is
considered. For weak turbulence channel, the logarithm of
the intensity variations is normally distributed and the prob-
ability density function (pdf) of I is given by Refs. 8–10

pIðIÞ ¼
1

I
ffiffiffiffiffiffiffiffiffiffi
2πσ2

p exp

�
−
ðln I þ σ2∕2Þ2

2σ2

�
; (1)

with σ2 ¼ lnðS:I:þ 1Þ and S.I. being the scintillation index.
Based on Eq. (1), EfIg ¼ 1 is satisfied.

In moderate turbulence, the channel is considered to be a
gamma-gamma fading channel, in which the atmospheric
fluctuations are modelled as being gamma-gamma distrib-
uted. For gamma-gamma fading, the pdf of the intensity
is given by Refs. 8–10

pIðI; α; βÞ ¼
2ðαβÞαþβ

2

ΓðαÞΓðβÞ I
αþβ−2

2 Kα−βð2
ffiffiffiffiffiffiffiffi
αβI

p
Þ; (2)

where Γð·Þ is the gamma function, Kνð·Þ is the v’th-order
modified Bessel function of the second kind, and α and β
are interrelated parameters which directly characterize the
effective atmospheric conditions. The scintillation index can
be calculated from α and β according to S:I: ¼ α−1 þ β−1 þ
ðαβÞ−1.

Lastly, in strong turbulence, a negative exponential fading
channel model is considered. The pdf of I is given by8–10

pIðIÞ ¼ expf−Ig; (3)

and the scintillation index is equal to unity.
For the signaling rates of interest, i.e., hundreds to thou-

sands of Mbps, the fading intensity I can be treated as con-
stant over the observation window, which means that all of
the information-bearing bits in the same observation window
experience the same I.

2.2 Received Signal Model

A FSO communications system employing IM/DD and
OOK modulation is considered. And, it is assumed that the
receiver operates in the high signal-to-ratio (SNR) regime.
That is, a shot-noise limited model of a high-energy FSO
system is considered. Hence, a Gaussian noise model is a
good approximation of the Poisson photon counting detec-
tion model.5,8,15 The photodetector in the FSO receiver con-
verts the received optical field to electrical signal, which is
proportional to the intensity of the optical field. This electri-
cal signal is integrated over each bit interval to produce a set
of statistics suitable for detection. For the k’th bit interval, the
received discrete-time signal2,6,8 is given by

rðkÞ ¼ sðkÞI þ wðkÞ; (4)

with sðkÞ ∈ f0; 1g being the transmitted OOK symbol, I
being the channel fading coefficient due to atmospheric tur-
bulence, and wðkÞ being the additive white Gaussian noise.

The mean and variance of wðkÞ are 0 and σ2w, respectively.
Given the transmitted bit sðkÞ and channel fading coefficient
I, the pdf for received bit rðkÞ6,8,16 is

p½rðkÞjsðkÞ; I� ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2πσ2w

p exp

�
−
½rðkÞ − sðkÞI�2

2σ2w

�
: (5)

The average SNR2,6,8 is defined as

γ ≜
E½sðkÞI�2
Ef½wðkÞ�2g ¼ μ2I

4σ2w
; (6)

where μI ¼ EfIg is the mean of the intensity.

3 Pilot Symbol Assisted Maximum-Likelihood
Detection

At the receiver end of a FSO system implementing PSAM,
to recover the transmitted data from the received statistics,
the receiver estimates the channel fading coefficient based
on received pilot symbols first, then ML symbol-by-symbol
detection can be performed by comparing a received bit to a
threshold, precalculated using the estimated channel fading
coefficient. However, due to the finite number of pilot sym-
bols and to noise, the receiver only obtains an imperfect esti-
mation of the channel fading coefficient, which induces
degradation to the receiver performance. The method we
take to mitigate the impact of the estimation error is to design
an improved ML receiver, which averages the estimation
error. In this section, firstly, we derive the pdf of the estima-
tion error. Then an improved ML symbol-by-symbol detec-
tion is derived. Subsequently, its suboptimal version is
deduced.

3.1 Probability Density Function for Estimation Error

In the k’th observation interval, assuming that the transmitted
pilot sequence is s ¼ ½sð0Þ; : : : :; sðp − 1Þ�, the correspond-
ing fading coefficient of this interval is I, thus, the received
sequence is r ¼ s · I þ w. To estimate I, the least-squares
estimate (LSE) minimizing kr − s · Ik2 with respect to I is
used.17 The LSE yields

Î ¼ rsTðssTÞ−1 ¼ I þ wsTðssTÞ−1; (7)

where ε ¼ wsTðssTÞ−1 is the channel estimation error.
Therefore, Eq. (7) can be rewritten as

Î ¼ I þ ε; (8)

where ε ¼ wsTðssTÞ−1 is a zero-mean Gaussian random var-
iable with a variance given by σ2ε ¼ σ2wðssTÞ−1. From Eq. (8),
the conditional pdf of Î given I, i.e., the pdf for estimation
error ε, can be deduced as

pðÎjIÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2πσ2ε

p exp

�
−
ðÎ − IÞ2
2σ2ε

�
; (9)

3.2 Improved ML Symbol-by-Symbol Detection

Considering the received signal model in this paper, the like-
lihood ratio is given by
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Λ½rðkÞjI� ¼ exp

�
−
½rðkÞ − I�2 − r2

2σ2w

�
; (10)

with I being the instantaneous channel fading coefficient.
Using the perfect I, the optimal ML symbol-by-symbol
detection can be realized by Eq. (10). However, in practice,
a realizable and widely accepted method to obtain the perfect
I is channel estimation using the pilot-aided symbols.
But there is error between the estimated Î and perfect I.
Replacing I by Î, the ML detection using Eq. (10) leads
to BER performance degradation, thereby, the optimal ML
detection degrades to suboptimal ML detection. Conse-
quently, the estimation error must be considered. Thus, a
new priori conditional pdf for rðkÞ given sðkÞ and Î is
defined as

p½rðkÞjsðkÞ; Î� ¼
Z

∞

0

p½rðkÞjsðkÞ; I�pðÎjIÞpIðIÞdI; (11)

where p½rðkÞjsðkÞ; IÞ is given by Eq. (5), pðÎjIÞ is given by
Eq. (9), and pIðIÞ is the pdf of channel fading coefficient,
which may be given by Eqs. (1)–(3).

Based on the new priori conditional pdf, the improved
likelihood ratio can be defined as

Λ½rðkÞjÎ� ¼ p½rðkÞjsðkÞ ¼ 1; Î�
p½rðkÞjsðkÞ ¼ 0; Î�

¼
R
∞
0 p½rðkÞjsðkÞ ¼ 1; I�pðÎjIÞpIðIÞdIR∞
0 p½rðkÞjsðkÞ ¼ 0; I�pðÎjIÞpIðIÞdI

: (12)

Thereby, the improved ML symbol-by-symbol detection can
be performed by comparing the improved likelihood ratio
Λ½rðkÞjÎ�with 1. However, due to the complex form of pIðIÞ,
it is difficult to obtain the closed-form expression for
Eqs. (11) and (12), so single integral has to be computed,
which increases the complexity.

3.3 Suboptimal Improved ML Symbol-by-Symbol
Detection

Due to the mathematically intricate and specialized nature
of the fading intensity pdf in a FSO system,8 generalized
closed-form expressions for Eqs. (11) and (12) prove to be
intractable. In this subsection, using a distribution approxi-
mation, generalized analytical expressions for Eqs. (11) and
(12) are derived.

In Ref. 8, the fading intensity pdfs in Eqs. (1)–(3) were
effectively approximated by an Erlang distribution. The
Erlang distribution8 is given by

pI;ErðI; θ; λÞ ¼
λθ

ðθ − 1Þ! I
θ−1 expf−λIg; I ≥ 0; (13)

where θ ∈ Zþ and λ ∈ R are the distribution parameters. To
determine the parameters θ and λ, a minimum squared error
criterion was proposed in Ref. 8, and some parameters were
obtained for several specific distributions. Using the Erlang
distribution and substituting Eqs. (5) and (9) into Eq. (11),
the integral in Eq. (11) becomes

pEr½rðkÞjsðkÞ; Î� ¼
Z

∞

0

p½rðkÞjsðkÞ; I�pðÎjIÞpI;ErðI; θ; λÞdI

¼ λθ

ðθ − 1Þ!
1ffiffiffiffiffiffiffiffiffiffi
2πσ2ε

p exp

�
−
1

2

�
rðkÞ2
σ2w

þ Î2

σ2ε

��

×
Z

∞

0

Iθ−1 exp

�
−
��

sðkÞ2σ2ε þ σ2w
2σ2wσ

2
ε

�
I2

þ
�
λ −

sðkÞrðkÞ
σ2w

−
Î
σ2ε

�
I

��
dI:

(14)

Executing the integral in Eq. (11) yields

pEr½rðkÞjsðkÞ; Î� ¼
1ffiffiffiffiffiffiffiffiffiffi
2πσ2ε

p exp

�
−
1

2

�
rðkÞ2
σ2w

þ Î2

σ2ε

��

×
λθ

ðθ − 1Þ!
expfν2g
μθ∕2

ffiffiffi
π

p
2

Wθ−1ðνÞ; ð15Þ

where

μ ¼ sðkÞ2σ2ε þ σ2w
2σ2wσ

2
ε

; (16)

ν ¼
�
λ −

sðkÞrðkÞ
σ2w

−
Î
σ2ε

�
ð2 ffiffiffi

μ
p Þ−1; (17)

and

WkðxÞ ≜
2ffiffiffi
π

p
Z

∞

0

yk exp½−ðyþ xÞ2�dy; (18)

is termed the weighted complementary error function
(WCEF),8 valid for integer k and real number x. The detail
about WCEF can be found in Ref. 8, where an iteration
expression for WCEF has been described. Thus, using the
Erlang distributed fading, Eq. (11) has an easily evaluated
closed-form expression. As a result, a closed-form expres-
sion for Eq. (12) is deduced as

ΛEr½rðkÞjÎ� ¼
pEr½rðkÞjsðkÞ ¼ 1; Î�
pEr½rðkÞjsðkÞ ¼ 0; Î�

¼ expfν21gWθ−1ðν1Þμθ∕20

μθ∕21 expfν20gWθ−1ðν0Þ
; (19)

where

μ1 ¼
σ2ε þ σ2w
2σ2wσ

2
ε
; (20)

ν1 ¼
�
λ −

rðkÞ
σ2w

−
Î
σ2ε

�
ð2 ffiffiffiffiffi

μ1
p Þ−1; (21)

and

μ0 ¼
1

2σ2ε
; (22)
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ν0 ¼
�
λ −

Î
σ2ε

�
ð2 ffiffiffiffiffi

μ0
p Þ−1: (23)

Therefore, suboptimal improved ML symbol-by-symbol
detection can be performed using Eq. (19).

For a received symbol sequence with N symbols,
Eqs. (20), (22) and (23) are only computed one time. So,
in Eq. (19), only the computation of expfν21gWθ−1ðν1Þ is
necessary per symbol. Thus, for sequence with N symbols,
OðNÞ operations are required to compute Eq. (19), andOðNÞ
to perform comparison between Eq. (19) and (1) In sum-
mary, our suboptimal improved ML detection algorithm has
an overall complexity of OðNÞ operations per N symbol
decisions, and is only linearly dependent on N.

4 Numerical Results
In this section, the Monte-Carlo simulation results for the
BER performance of the improved ML detection and its
suboptimal version are presented in various turbulence
conditions. For reference, the detection with genie bound,8

given by

BERgenie bound ¼ EI

�
1

2
erfc

�
I∕2ffiffiffiffiffiffiffiffi
2σ2w

p
��

; (24)

is also included. The parameters for the Erlang distribution
corresponding to the considered channel models are given in
Ref. 8. In our simulation, we assume that the probability of
transmitting symbol ‘1’ equals to that of transmitting symbol
‘0’, i.e., P0 ¼ P1 ¼ 1∕2, and the number of performing
Monte-Carlo simulation is 106. For lognormal channel, scin-
tillation index S:I: ¼ 0:5 and Erlang distribution parameters
fθ; λg ¼ f4; 4:474g are used. For gamma-gamma channel,
there are S:I: ¼ 0:88 and fθ; λg ¼ f2; 2:368g. As well
S:I: ¼ 1 and fθ; λg ¼ f1; 1g are used for negative exponen-
tial channel. In addition, without loss of generality, μI ¼
EfIg ¼ 1 is assumed in our simulation. In the following
tables, ‘PS-Length’ means the length of pilot symbols,
‘SNR-I’ is SNR achieved by improved ML receiver,
‘SNR-S’ is SNR reached by classically suboptimal ML
receiver, and ΔSNR ¼ SNR-S − SNR-I.

In Fig. 1, an FSO communication system operating over
lognormal fading channel (S:I: ¼ 0:5) is considered. The
BER performance of the improved ML receiver and classi-
cally suboptimal ML receiver are compared. From Fig. 1 and
Table 1, it can be observed that for N ¼ 1, the improvement
in terms of required SNR to reach a given BER is about 1 dB
when SNR ≥ 8 dB, it is about 0.7 dB when SNR < 8 dB,
compared with the classically suboptimal ML receiver which
is realized by replacing I by Î in Eq. (10). For N ¼ 4, the
improvements are all about 0.5 dB. It is obvious that these
improvements are reduced when increasing the pilot sym-
bols’ length. Furthermore, the BER performance reached by
the improved ML receiver is closer to genie bound than that
reached by the suboptimal ML receiver for the same pilot
symbols length. Besides, we place special emphasis on that
the BER performance of the improved ML receiver with 1
pilot symbol (N ¼ 1) is very close to that of the suboptimal
ML receiver with four pilot symbols (N ¼ 4). Thus, the
improved ML receiver with one pilot symbol can achieve

higher rates than the classically suboptimal ML receiver
with four pilot symbols.

Similar results are shown in Figs. 2 and 3 for the case of
gamma-gamma fading channel (S:I: ¼ 0:88) and negative
exponential fading channel (S:I: ¼ 1), respectively. Seen
from Tables 2 and 3, for N ¼ 1, the improvement in terms
of required SNR to reach a given BER is also about 1 dB
when SNR ≥ 8 dB, it is about 0.7 dB when SNR < 8 dB,
compared with the classically suboptimal ML receiver,
which is implemented by replacing I by Î in Eq. (10).
Clearly, the BER performance of the improved ML
receiver with one pilot symbol (N ¼ 1) in Figs. 2 and 3
are much closer to genie bound than that of the improved
ML receiver with one pilot symbol in Fig. 1. But com-
pared with the BER performance of Fig. 1, due to the
increase of turbulence strength, the BER in Figs. 2 and
3 are larger.

The BER performance results of the suboptimal improved
ML receiver implemented by Eq. (19) for lognormal fading
(“LOG”), gamma-gamma fading (“GA”) and negative expo-
nential fading (“NE”) are given in Fig. 4. For comparison,
the BER performance of the corresponding improved ML
receivers is also included. It can be observed that there is

2 4 6 8 10 12 14 16 18 20 22

10
−3

10
−2

10
−1

SNR (dB)

B
E

R

1.1dB

0.8dB

1.1dB

1dB

0.5dBsuboptimal, N=1
improved,    N=1
suboptimal, N=4
improved,    N=4
genie bound

Fig. 1 Bit error rate (BER) performance of the improved maximum
likelihood (ML) receiver Eq. (12), classically suboptimal ML receiver
Eq. (10), where I is replaced by Î, and the classically optimal ML
receiver with genie bound for a lognormal fading channel: S:I: ¼ 0.5.
SNR ¼ Signal to noise ratio.

Table 1 SNR achieved by improved ML receiver and classically sub-
optimal ML receiver at given BER for lognormal fading channel:
S:I: ¼ 0:5.

PS-Length BER SNR-I (dB) SNR-S (dB) ΔSNR (dB)

N ¼ 1 10−3 20.9 22.0 1.1

7 × 10−3 16.0 17.1 1.1

6 × 10−2 8.0 9.0 1.0

9 × 10−2 6.1 6.9 0.8

N ¼ 4 7 × 10−3 15.6 16.1 0.5
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good agreement between BER performance achieved by the
improved ML receivers and that achieved by their subopti-
mal versions. It indicates that the suboptimal improved ML
receiver degrades the BER performance lightly. But due to its
low-complexity, the suboptimal improved ML detection is a
good alternative for improved ML detection implemented
by Eq. (12).

5 Conclusions
In this paper, a priori conditional pdf for received signal,
which averages the estimation error, is proposed to miti-
gate the impact of the error between the estimated channel
fading coefficient and the perfect fading coefficient on BER.
Using the priori conditional pdf, an improved likelihood
ratio is derived. Therefore, an improved ML symbol-by-
symbol detection becomes available. To reduce complexity,
a closed-form expression of the likelihood ratio for the im-
proved ML detection is deduced, which results in the sub-
optimal improved ML detection. Simulation results indicate
that rates increase and BER performance improvement can
be reached by the improved ML detection. As well, the sub-
optimal improved ML detection agrees with the improved
ML detection well in terms of BER performance. Hence,
they both outperform classical ML detection, which doses
not consider channel estimation error. Finally, the impact
of the error between the estimated fading coefficient and
the perfect one on the BER has been mitigated.

Acknowledgments
This work has been carried out with the financial support of
the Innovation Project of Chinese Academy of Sciences
(Y10532B110).

2 4 6 8 10 12 14 16 18 20 22
10

−2

10
−1

SNR (dB)

B
E

R

 

 

suboptimal, N=1
improved,   N=1
genie bound

Fig. 2 Bit error rate (BER) performance of the improved maximum
likelihood (ML) receiver Eq. (12), classically suboptimal ML receiver
Eq. (10), where I is replaced by Î, and the classically optimal ML
receiver with genie bound for a gamma-gamma fading channel:
α ¼ 4, β ¼ 2, S:I: ¼ 0.88. SNR ¼ Signal to noise ratio.

2 4 6 8 10 12 14 16 18 20 22

10
−1

SNR (dB)

B
E

R

 

 

−2
3×10

1.3dB

1dB

0.9dB

0.75dB

suboptimal, N=1
improved,    N=1
genie bound

Fig. 3 Bit error rate (BER) performance of the improved maximum
likelihood (ML) receiver Eq. (12), classically suboptimal ML receiver
Eq. (10), where I is replaced by Î, and the classically optimal ML
receiver with genie bound for a negative exponential fading channel:
S:I: ¼ 1. SNR ¼ Signal to noise ratio.

Table 2 SNR achieved by improved ML receiver and classically sub-
optimal ML receiver at given BER for gamma-gamma fading channel:
S:I: ¼ 0:88.

PS-Length BER SNR-I (dB) SNR-S (dB) ΔSNR (dB)

N ¼ 1 2 × 10−2 18.95 20.05 1.1

6 × 10−2 12.0 13.0 1.0

1.2 × 10−1 7.3 8.0 0.7

Table 3 SNR achieved by improved ML receiver and classically sub-
optimal ML receiver at given BER for negative exponential fading
channel: S:I: ¼ 1.

PS-Length BER SNR-I (dB) SNR-S (dB) ΔSNR (dB)

N ¼ 1 4 × 10−2 19.7 21.0 1.3

6 × 10−2 16.0 17.0 1.0

9 × 10−2 11.9 12.8 0.9

1.4 × 10−1 7.1 7.85 0.75

2 4 6 8 10 12 14 16 18 20 22

10
−3

10
−2

10
−1

SNR (dB)

B
E

R

 

 

subopt. improved, NE,   N=1
subopt. improved, GA,   N=1
subopt. improved, LOG, N=1
subopt. improved, LOG, N=4

improved, NE,   N=1
improved, GA,   N=1
improved, LOG, N=1
improved, LOG, N=4

Fig. 4 Comparison of the bit error rate (BER) performance of the
improved maximum likelihood (ML) receiver Eq. (12) and its subopti-
mal version Eq. (19) for lognormal fading channel (S:I: ¼ 0.5),
gamma-gamma fading channel (S:I: ¼ 0.88) and negative exponen-
tial fading channel (S:I: ¼ 1). SNR ¼ Signal to noise ratio.
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