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a b s t r a c t

This paper discusses the topology optimization of unsteady incompressible Navier–Stokes
flows. An optimization problem is formulated by adding the artificial Darcy frictional force
into the incompressible Navier–Stokes equations. The optimization procedure is imple-
mented using the continuous adjoint method and the finite element method. The effects
of dynamic inflow, Reynolds number and target flux on specified boundaries for the opti-
mal topology of unsteady Navier–Stokes flows are presented. Numerical examples demon-
strate the feasibility and necessity of this topology optimization method for unsteady
Navier–Stokes flows.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Layout optimization of fluidic devices is an interesting field with respect to theory and application. The goal of optimiza-
tion is to achieve better performance for a user specified objective that is related to certain characteristics of fluidic prob-
lems. Usually, layout optimization is categorized into shape optimization and topology optimization. Shape optimization
improves the performance of a fluidic device by adjusting the positions of structural boundaries, keeping the topology of
the structure unchanged. Topology optimization can optimize the shape and the topology of structures simultaneously.
Therefore, topology optimization is a more general optimization technique than shape optimization. Currently, the density
type method [1,2] and level set method [3–6] have been developed for implementing of topology optimization. Topology
optimization by the density method was first used to design stiffness and compliance mechanisms [7–10] and has been
extended to multiple physical problems, such as acoustic, electromagnetic, fluidic, optical and thermal problems [11–17].
Topology optimization by the density method for fluidic problems was first researched for Stokes flows [12,18,19] and
Darcy–Stokes flows [20,21]. It was later extended to Navier–Stokes flows [22–26] and non-Newtonian flows [27]. Addition-
ally, the topology optimization method has been applied to design fluidic devices [28–31]. The level set method, pioneered
by Osher and Sethian [32], accomplishes the change of topology by evolving and merging the zero contour of the level set
function. This method provides a general way to track the implicit interface between two phases, and it has been applied to
fluidic shape and topology optimization [25,26]. One of the major advantages of the level set method lies in expressing con-
tinuously moving interfaces and abstracting the material domains that correspond to the structural topology. Recently, it has
been observed that the conventional level set method may be inadequate for the cases in which the initial shape of the
structure has fewer holes than the optimal geometry [4], especially in two-dimensional cases. The above difficulty can be
. All rights reserved.
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overcome using topological sensitivity, which was introduced by Sokolowski and Zochowski [33] for linear elasticity and
that has been extended to several other linear and nonlinear physical problems [34–37]. In particular, the topological sen-
sitivity has been researched for steady Stokes flows [38–41] and Navier–Stokes flows [42]. To the best of the authors’ knowl-
edge, there is no formally published paper discussing the topological sensitivity for unsteady Navier–Stokes flows. Therefore,
the application of the level set method to topology optimization of the unsteady flows is limited.

Until recently, the topology optimization of fluidic flows has focused primarily on steady flows. In contrast, unsteady
flows are widespread in reality, and the optimization of unsteady flows using the shape optimization method has been re-
searched [43–45]. As such, it is desirable to extend topology optimization to the area of unsteady Navier–Stokes flows. In this
paper, the density type topology optimization method is extended to unsteady incompressible Navier–Stokes flows at low
and moderate Reynolds numbers based on work by Borrvall and Petersson [12] and Gersborg-Hansen et al. [22]. The
optimization problem with a general objective is analyzed by the continuous adjoint method. Recently, Kreissl et al.
implemented the topology optimization of unsteady flows [46]. In Kreissl’s work, the optimization problem is analyzed using
the stabilized SUPG and PSPG finite element formulation and the corresponding discretized adjoint equations. In this paper,
the topology optimization problem with more general objectives is analyzed using the continuous adjoint method. Based on
the Navier–Stokes equations and the derived continuous adjoint equations, the optimization can be implemented by
choosing any stable spatial discretization method and adaptive temporal discretization method, such as the finite difference
method, the finite element method or the finite volume method. In this paper, the numerical discretization of the Navier–
stokes equations and the adjoint equations is implemented using the standard finite element method with Taylor-Hood
element.

This paper is organized as follows: the variational problem of topology optimization for unsteady incompressible Navier–
Stokes flows is stated in Section 2; the continuous adjoint equations and adjoint sensitivity for the optimization objective are
derived in Section 3; the numerical implementation of the optimization method using the standard finite element method is
discussed in Section 4; and several numerical examples are presented in Section 5.

2. Topology optimization problem of unsteady incompressible Navier–Stokes flows

The dynamic properties of velocity and pressure for incompressible fluidic flows can be expressed using the incompress-
ible Navier–Stokes equations as [47]
q @u
@t � gr � ðruþruTÞ þ qðu � rÞuþrp ¼ f; in Q

�r � u ¼ 0; in Q
ð1Þ
where u is the fluidic velocity; p is the fluidic pressure; q is the fluidic density; g is the fluidic viscosity; f is the body force
loaded on the fluid; and t is the time. Q = (0,T) �X, where (0,T) is the computational time interval and X is the computa-
tional domain. To solve a transient problem, an initial condition is needed
uð0;xÞ ¼ u0ðxÞ; in X ð2Þ
where u0(x) satisfies the incompressible condition r�u0 = 0. The commonly used boundary conditions for incompressible
Navier–Stokes equations include the Dirichlet and Neumann type boundary conditions
u ¼ uDðt; xÞ; on RD ð3Þ
½�pIþ gðruþruTÞ�n ¼ gðt; xÞ; on RN ð4Þ
where uD and g are the specified velocity and stress distribution on the boundaries CD and CN; n is the outward unit normal
vector on oX; RD = (0,T) � CD; and RN = (0,T) � CN. Specifically, the no-slip boundary is a particular Dirichlet type boundary
condition where uD = 0, and the open-boundary on the outlet can be expressed by the Neumann type boundary condition as
g = 0. In topology optimization of the Navier–Stokes flow, the body force can be expressed as [12,22]
f ¼ �au ð5Þ
where a is the impermeability of a porous medium. Its value depends on the optimization design variable c [12,22]
aðcÞ ¼ amin þ ðamax � aminÞ
qð1� cÞ

qþ c
ð6Þ
where amin and amax are the minimal and maximal values of a respectively, and q is a real and positive parameter used to
adjust the convexity of the interpolation function in Eq. (6). The value of c can vary between zero and one, where c = 0 cor-
responds to an artificial solid domain and c = 1 to a fluidic domain, respectively. Usually, amin is chosen as 0, and amax is cho-
sen as a finite but high number to ensure the numerical stability of the optimization and to approximate a solid with
negligible permeability [22,23]. When solving transient incompressible Navier–Stokes equations, the design variable c is
time independent because the layout of fluidic domain is kept unchanged.

Based on the above description, the topology optimization problem for a unsteady incompressible Navier–Stokes flow can
be formulated as
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min Jðu; p; cÞ
s:t: q @u

@t � gr � ðruþruTÞ þ qðu � rÞuþrp ¼ �au; in Q

�r � u ¼ 0; in Q

uð0;xÞ ¼ u0ðxÞ; in X

uðt; xÞ ¼ uDðt;xÞ; on RD

½�pIþ gðruþruTÞ�n ¼ gðt; xÞ; on RNR
X cdX 6 h � V0; 0 6 c 6 1

ð7Þ
where V0 ¼
R

X 1 dX is the volume of the whole design domain and h 2 (0,1) is the upper bound for the volume constraint. A
general optimization objective, which includes both the domain and boundary integrations about the unknowns of the
Navier–Stokes equations, is chosen to be
Jðu;p; cÞ ¼
Z T

0

Z
X

b1Aðu;ru;p; cÞdXdt þ
Z T

0

Z
@X

b2Bðu;p; cÞdCdt ð8Þ
where b1 and b2 are space-independent parameters, respectively.

3. Adjoint analysis of optimization problem

According to the adjoint method for the Navier–Stokes equations in [45,48,49], the adjoint analysis of the topology opti-
mization problem for unsteady Navier–Stokes flows is implemented as follows. Without considering the inequality con-
straint on the volume of fluidic channels at first, the topology optimization problem in Eq. (7) can be rewritten in the
following abstract form:
min Jðu;p; cÞ; s:t:eðu;p; cÞ ¼ 0; c 2 K ð9Þ
where K is the set of feasible values of the design variable c, and e(�) is the weak operator of the Navier–Stokes equations.
According to the Karush–Kuhn–Tucker conditions for the partial differential equation constrained optimization problem
[45,50], the optimization problem in Eq. (9) can be solved by solving the following equations:
eðu;p; cÞ ¼ 0 ð10Þ

ðeuðu;p; cÞÞ� 0
0 ðepðu;p; cÞÞ�

� �
l

m

� �
¼
�Juðu;p; cÞ
�Jpðu;p; cÞ

 !
ð11Þ

ðecðu; p; cÞÞ�ðl; mÞ þ Jcðy; cÞ ¼ 0 ð12Þ
where l and m are the adjoint variables for the fluid velocity u and pressure p, respectively, and (�)⁄ is the adjoint of the cor-
responding operator. Therefore, according to Eq. (11), the adjoint equations of the Navier–Stokes equations can be written as
follows (see Appendix A for more details):
�q @l
@t � gr � ðrlþrlTÞ � qðu � rÞlþ qðruÞ � lþrm ¼ �b1

@A
@u�r � @A

@ru

� �
þ @f

@u l; in Q

�r � l ¼ �b1
@A
@p þ @f

@p � l; in Q

lðT;xÞ ¼ 0; in X

l ¼ � @B
@p n; on RD

½�mIþ gðrlþrlTÞ�n ¼ �qðu � nÞl� b1
@A
@ru n� b2

@B
@u ; on RN

ð13Þ
The transient adjoint Eqs. (13) are terminal value problems, where the value of l at the terminal time T is specified and the
transient solver is implemented from time T to 0. According to Eq. (12), the adjoint derivatives can be expressed as follows
(see Appendix B for more details):
DbJ
Dc

����
X

¼
R T

0 b1
@A
@c � @a

@c u � l
� �

dt; in X

DbJ
Dc

����
@X

¼
R T

0 b2
@B
@c dt; on @X

ð14Þ
4. Numerical implementation of optimization problem

The topology optimization for unsteady Navier–Stokes flows is implemented using the gradient based iterative method.
The procedure for an iterative optimization includes the following steps (Fig. 1): (a) the Navier–Stokes equations are solved
with the given value of the design variable; (b) the adjoint equations are solved based on the numerical solution of the



Fig. 1. The flowchart of the iterative optimization.
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Navier–Stokes equations; (c) the adjoint derivatives of the objective function are computed by Eq. (14), and the adjoint deriv-
atives of the design constraint are computed by a similar procedure; (d) the design variable is updated by the method of
moving asymptotes (MMA) [53]. The above steps are implemented iteratively until the stopping criteria are satisfied. In
the above procedure, the transient Navier–Stokes equations and the corresponding adjoint equations are solved by the finite
element method using the commercial finite element software Comsol Multiphysics (Version 3.5) [52], where all the numer-
ical implementation is merely based on the software’s basic module: COMSOL Multiphysics ? PDE Modes ? PDE, General
Form. The PDE modes of Comsol Multiphysics can solve partial differential equations of the form
da
@u
@t þr � C ¼ F; in Q

�n � C ¼ Gþ @R
@u

� �T
k; R ¼ 0; on R

ð15Þ
where da and C are matrixes; F, G and R are vectors; n is the unit outward normal vector; R = RD [RN. For the 2D case, the
transient Navier–Stokes equations can be solved by setting
da ¼
q 0
0 q
0 0

0B@
1CA; C ¼

�2g @u1
@x þ p �g @u1

@y þ
@u2
@x

� �
�g @u1

@y þ
@u2
@x

� �
�2g @u2

@y þ p

0 0

0BBB@
1CCCA; F ¼

�au1 � q u1
@u1
@x þ u2

@u1
@y

� �
�au2 � q u1

@u2
@x þ u2

@u2
@y

� �
� @u1

@x þ
@u2
@y

� �
0BBBB@

1CCCCA
R ¼

u1 � u1D

u2 � u2D

0

0B@
1CA on RD; G ¼

0
0
0

0B@
1CA on RD; R ¼

0
0
0

0B@
1CA on RN; G ¼

g1

g2

0

0B@
1CA on RN

ð16Þ
where u = (u1,u2), uD = (u1D,u2D) and g = (g1,g2). Similarly, the adjoint equations can be solved by setting
da ¼
�q 0
0 �q
0 0

0@ 1A; C ¼
�2g @l1

@x � b1
@A
@u1x
þ m �g @l1

@y þ
@l2
@x

� �
� b1

@A
@u1y

�g @l1
@y þ

@l2
@x

� �
� b1

@A
@u2x
� 2g @l2

@y � b1
@A
@u2y
þ m

0 0

0BB@
1CCA

F ¼

�al1 � b1
@A
@u1
þ q u1

@l1
@x þ u2

@l1
@y � l1

@u1
@x � l2

@u1
@y

� �
�al2 � b1

@A
@u2
þ q u1

@l2
@x þ u2

@l2
@y � l1

@u2
@x � l2

@u2
@y

� �
b1

@A
@p �

@l1
@x þ

@l2
@y

� �
0BBBB@

1CCCCA; R ¼
l1 þ n1

@B
@p

l2 þ n2
@B
@p

0

0B@
1CA on RD; G ¼

0
0
0

0@ 1A on RD

R ¼
0
0
0

0@ 1A on RN; G ¼
�ql1ðu1n1 þ u2n2Þ � b1 n1

@A
@u1x
þ n2

@A
@u1y

� �
� b2

@B
@u1

�ql2ðu1n1 þ u2n2Þ � b1 n1
@A
@u2x
þ n2

@A
@u2y

� �
� b2

@B
@u2

0

0BB@
1CCA on RN

ð17Þ



Fig. 2. The finite element nodes used to express the velocity, pressure and design variable on a triangular element.

Fig. 3. The finite element nodes used to express the velocity, pressure and design variable on a rectangular element.
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where l = (l1,l2) and n = (n1,n2). The numerical integrations in the time domain are implemented by solving a scalar gen-
eral form equation (Eq. (18)) in Comsol
da
@u
@t þr � C ¼ F; in Q

�n � C ¼ Gþ @R
@u

� �T
k; R ¼ 0; on R

ð18Þ
By setting
da ¼ 1; C ¼ 0; G ¼ 0; R ¼ 0; F ¼ b1
@A
@c
� @a
@c

u � l
� �

ð19Þ�

and solving Eq. (18) for u, the adjoint derivative DbJ

Dc

���
X

in Eq. (14) can be obtained as ujt=T. Changing the value of F in Eq. (19) to

b2
@B
@c, the adjoint derivative DbJ

Dc

����
@X

can be solved as ujoX,t=T. The spatial integrations in the iterative procedure can be performed

by the inner function postint of Comsol. For the 3D case, the settings for Eqs. (15) and (18) are similar to the 2D case. During
the optimization procedure, the Navier–Stokes equations and the adjoint equations are solved using Taylor–Hood elements
[54], which interpolate the fluidic velocity quadratically and the pressure linearly. The design variable is interpolated linearly
based on the corner nodes of the elements (Figs. 2 and 3). The transient equations are solved using the backward differen-
tiation formula method, choosing BDF for the time dependent solver femtime of Comsol [55]. In this paper, the stopping cri-
teria are specified as the change of values of the objective between two consecutive iterations and the residual of the volume
constraint satisfying
jJk � Jk�1j=jJ0j < 1� 10�6R
X cdX=V0 � h

�� ��=h < 1� 10�3 ð20Þ
The authors note that Comsol is a convenient software program for implementing transient optimization problems when the
continuous adjoint method is adopted.

5. Numerical examples

In this section, several numerical examples are presented to demonstrate the capability and utility of the proposed topol-
ogy optimization method for unsteady Navier–Stokes flows. The density and viscosity of the fluid are set as 1, if there is no
specification. The values of amax and q are chosen based on numerical experiments. More details are available in [23]. The
Reynolds number is calculated as
Re ¼ qUmaxL=g ð21Þ

where L is the width of the inlet, and Umax is the maximal value of the velocity on the inlet. The initial value condition of the
transient Navier–Stokes equations is u0 = 0. The objective function for the topology optimization problem in Eq. (7) is chosen
as the energy dissipation inside the design domain and the pressure on the inlet as
Jðu;p; cÞ ¼
Z T

0

Z
X

b1
g
2
ruþruT
� �

: ðruþruTÞ þ au2
h i

dXdt þ
Z T

0

Z
Ci

b2p dCdt ð22Þ
where Ci is the boundary of the inlet. The parameters b1 and b2 depend on specified examples and can be adjusted by the
designer based on design necessity or numerical experiments.



Fig. 4. Design domain of the double pipe. The values uin1 and uin2 are the velocity distribution on the inlets.

Table 1
Parameter settings in the topology optimization of a double pipe.

b1 b2 h amin amax q

1 0 1/3 0 1 � 104 1

Fig. 5. Optimal design of the double pipe for unsteady Navier–Stokes flows corresponding to the inlet velocity in Eq. (23).
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5.1. Double pipe

A double pipe is used to investigate the feasibility of the proposed optimization method. The design domain is shown in
Fig. 4 and is discretized by 60 � 60 rectangular elements. The optimization parameter values are shown in Table 1. The Neu-
mann boundary condition in Eq. (4) is loaded on the outlets Co1 and Co2 by setting g = 0. When the transient velocity in Eq. (23)
uin1 ¼ �144ðy� 4=6Þð5=6� yÞ cosðtÞn; t 2 ½0;2p�
uin2 ¼ �144ðy� 1=6Þð2=6� yÞ sinðtÞn; t 2 ½0;2p�

ð23Þ
is imposed on the inlets, the optimized result is shown in Fig. 5. Snapshots of the optimization procedure are shown in Fig. 6.
The convergent history of the value of the objective and the volume of the fluidic channel is shown in Fig. 7. Snapshots of the
streamline of the unsteady flow at specific points in time are shown in Fig. 8.

By solving the topology optimization of the double pipe example for the steady case, instead of the transient case, one can
obtain the optimized channels in Fig. 9a when the injecting velocity in Eq. (24) is imposed on the inlets
uin1 ¼ �144ðy� 4=6Þð5=6� yÞn
uin2 ¼ �144ðy� 1=6Þð2=6� yÞn

ð24Þ
The optimized result in Fig. 9a agrees with the numerical results shown by Borrvall and Petersson in [12] for steady flows. By
changing uin2 to be a velocity of suction and maintaining uin1 a velocity of injection (Eq. (25)),
uin1 ¼ �144ðy� 4=6Þð5=6� yÞn
uin2 ¼ 144ðy� 1=6Þð2=6� yÞn

ð25Þ



Fig. 6. Snapshots of optimization procedure for double pipe example in Fig. 5.

Fig. 7. Convergent history of the objective and volume constraint for the optimal design shown in Fig. 5.
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a bend pipe is obtained as shown in Fig. 9(b), where the fluid flows from Ci1 to Ci2 directly. When both uin1 and uin2 are veloc-
ities of suction (Eq. (26)),
uin1 ¼ 144ðy� 4=6Þð5=6� yÞn
uin2 ¼ 144ðy� 1=6Þð2=6� yÞn

ð26Þ
the optimized channel is shown in Fig. 9(c). Fig. 9(a)–(c) show that the optimal design is a double pipe when uin1 and uin2 are
both the velocity of injection or suction, and the optimal design is a bend channel when uin1 and uin2 are the velocity of suc-
tion and injection respectively. According to Eq. (23), uin1 and uin2 are the velocity of injection as t 2 (0,p/2); the velocity of
suction and injection as t 2 (p/2,p); the velocity of suction as t 2 (p,3p/2); and the velocity of injection and suction as
t 2 (3p/2,2p). Therefore, the fluid could be transported between Ci1 and Ci2 as t 2 (p/2,p) [ (3p/2,2p) and could flow in par-
allel between the inlets and outlets as t 2 (0,p/2) [ (p,3p/2). This analysis is consistent with the streamline distribution in
Fig. 8. By imposing the velocity of inlet in Eqs. (23)–(26) for the optimized results in Figs. 5 and 9 respectively, the values of
the objective in Eq. (22) shown in Table 2 can be obtained. By cross comparison the data in Table 2 and the optimized chan-
nels in Figs. 5 and 9, one can conclude that the optimal topology of a channel is valid only corresponding to the specific inlet
velocity that is specified during the optimization procedure. Therefore, it is reasonable that the optimal topology for unstea-
dy flow is different from its steady counterparts.



Fig. 8. Streamline snapshots of the unsteady double pipe flow corresponding to the optimal design in Fig. 5.

Fig. 9. Optimal designs of the double pipe for steady Navier–Stokes flows corresponding to the inlet velocity in Eqs. (24)–(26), respectively.
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The dynamic effects of inflow can be adjusted by tuning the parameter - in Eq. (27)

uin1 ¼ �144ðy� 4=6Þð5=6� yÞ cosð-tÞn
uin2 ¼ �144ðy� 1=6Þð2=6� yÞ sinð-tÞn

ð27Þ
A larger value of - corresponds to an obvious oscillation of inflow. Fig. 10 shows the optimized double pipes for different
values of -. These results illustrate the need to implement optimization of unsteady flow.

5.2. Three-terminal device

Fluidic channels with periodic dynamic input on the inlet have been widely used in fluidic devices [56]. In this example, a
three-terminal device with periodic transient velocity on the inlet Ci, given as the equation
uin ¼ �1� 104ðy� 1Þð1:2� yÞ sinðtÞn ð28Þ



Table 2
Objective values of the double pipe in the optimal designs of Figs. 5 and 9, where JU, JSa, JSb and JSc are the objective values obtained
by imposing the velocity in Eqs. (23)–(26) on the inlets of the optimal designs in Figs. 5 and 9, respectively.

Eq. 23 Eq. 24 Eq. 25 Eq. 26

JU 113.8 56.65 16.14 56.65
JSa 133.6 48.60 37.08 48.73
JSb 606.6 379.8 6.04 379.8
JSc 134.8 48.78 48.73 48.71

Fig. 10. Optimal designs of the double pipe corresponding to different values of - in Eq. (27).

Fig. 11. Design domain of the three-terminal device. The value uin is the velocity distribution on the inlet.
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is optimized. According to Eq. (21), the Reynolds number is 100 in this example. The design domain X is shown in Fig. 11,
where the inlet duct is Xi and the outlet ducts are Xo1 and Xo2. The design domain is discretized by 100 � 140 rectangular
elements. The Neumann boundary condition in Eq. (4) is loaded on the outlets Co1 and Co2 by setting g = 0. The other bound-
aries are set as no-slip boundaries. Three time intervals [0,p], [p,2p] and [0,2p] which correspond to pure injection flow,
pure suction flow and periodic injection-suction flow, are considered separately. The optimization parameter values are
shown in Table 3 and the optimal topologies of the device are shown in Fig. 12(a)–(c). Fig. 13 shows the optimized device
where the steady velocity condition is loaded on the inlet Ci as
uin ¼ �1� 104ðy� 1Þð1:2� yÞn ð29Þ
From Fig. 12, one can see that the suction flow occurring as t 2 (p,2p) is a key point in the difference of the shape of the
device compared to the steady flow case. By imposing the velocity boundary in Eqs. (28) and (29) on the inlets of the optimal
designs in Figs. 12 and 13 respectively, the values of objective listed in Table 4 can be obtained. The cross comparison of the
values of energy dissipation confirms further that the dynamic effect of the unsteady flow can influence the detailed shape of
the device. This example illustrates that the optimal design of a unsteady flow is influenced by the dynamic effect induced by
the different choice of time intervals.
5.3. A bend channel

An example of a bend channel with different Reynolds numbers under steady flow has been discussed by Gersborg-
Hansen et al. in [22]. A similar example is discussed here for unsteady flows. The computational domain includes the inlet



Table 3
Parameter settings in the topology optimization of three-terminal device.

b1 b2 h amin amax q

1 0 0.3 0 1 � 104 1

Fig. 12. Optimal designs of the three-terminal device. Here, (a), (b) and (c) are optimal designs for unsteady flows corresponding to the time intervals [0,p],
[p,2p] and [0, 2p], respectively.

Fig. 13. Optimal design of the three-terminal device for steady flow.

Table 4
Objective values of the optimal designs in Figs. 12 and 13. JTa, JTb, JTc and JS are objective values obtained by imposing the velocity in Eqs. (28) and (29) on the
inlets of optimal designs in Figs. 12 and 13.

Steady t 2 [0,p] t 2 [p,2p] t 2 [0,2p]

JTa 1.064 � 105 1.298 � 105 1.305 � 105 2.605 � 105

JTb 1.347 � 105 1.579 � 105 1.258 � 105 2.841 � 105

JTc 1.138 � 105 1.302 � 105 1.271 � 105 2.574 � 105

JS 1.062 � 105 1.299 � 105 1.300 � 105 2.602 � 105
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duct Xi, the outlet duct Xo and the design domain X (Fig. 14), which are discretized by 40 � 20, 40 � 20 and 100 � 100 rect-
angular elements respectively. The transient velocity is set as
uin ¼ �4Umaxðy� 3:5Þð4:5� yÞtn; t 2 ½0;1� ð30Þ
where Umax is specified as 1, 50 and 300, which corresponds to the Reynolds numbers of 1, 50 and 300 respectively. The opti-
mization parameter values are shown in Table 5. The optimized channels corresponding to different Reynolds numbers and
the corresponding values of the objective are shown in Fig. 15 and Table 6. The results in Fig. 15 show that the bend channel
has sharp corners for flow with low Reynolds number, and the corners become rounder for a larger Reynolds number. There-
fore, the optimized channel is relatively straight for a flow with a low Reynolds number, and develops bending for a flow
with a larger Reynolds number. The results agree with those obtained by Gersborg-Hansen et al. in [22] for steady flows.



Fig. 14. Design domain of the bend channel. The value uin is the velocity distribution on the inlet.

Table 5
Parameter settings in the topology optimization of a bend channel.

b1 b2 h amin amax q

1 0.1 0.25 0 1 � 104 1

Fig. 15. Optimal designs of the bend channel corresponding to different Reynolds numbers.
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5.4. Target flux on outlet

The flow rate on the outlet is an important factor for fluidic devices [56,57]. The target flux on the outlet can be produced
by adding a flux constraint on the outlet of the design domain. According to the flow rate constraint for optimization of stea-
dy flows [19,58], the target flux for a unsteady flow is added into the topology optimization problem in Eq. (7) as an inequal-
ity constraint
R T2
T1

R
Co

u � n dCdt

Q tar
� 1

 !2

6 � ð31Þ
where [T1,T2] # [0,T] is the time interval; Co is the outlet boundary; Qtar is the target flux on the corresponding outlet; and �
is the allowable tolerance. The adjoint analysis for the flux constraint follows the same procedure as that for the objective in
Section 3. Additionally, the objective or certain design constraints may be defined on the subinterval [T1,T2] # [0,T], while
the others are still defined on the whole time interval [0,T]. Therefore, the adjoint analysis of the corresponding expression
will be implemented on [0,T2] instead of [0,T], although the unsteady flow problem is defined on the whole time interval
[0,T]. Accordingly, the corresponding adjoint equations and adjoint derivatives are transient equations and integrations
on [0,T2] instead of [0,T], respectively (see Appendix C for more details).



Table 6
Objective values of the optimal designs in Fig. 15.

Re = 1 Re = 50 Re = 300

J 2.094 � 101 5.722 � 104 2.745 � 106

Fig. 16. Design domain of the flux distribution device.

Fig. 17. (a) Optimal design of the flux distribution device with flux constraint defined on the whole time interval [0,3]; (b) optimal design of the flux
distribution device with flux constraint defined on the time interval [1,2]; (c) the absolute inflow rate over time on the inlet Ci and the outflow rate over
time on the outlet Co1.
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First, a flux distribution device is optimized. The design domain is shown in Fig. 16a, and is discretized by 100 � 100 rect-
angular elements. The velocity loaded on the inlet is (Fig. 17c)
uin ¼ �½4ðy� 3:5Þð4:5� yÞðt 6 0:5Þ þ 4ðy� 3:5Þð4:5� yÞð18t � 8Þð0:5 < t 6 1Þ þ 40ðy� 3:5Þð4:5� yÞð1 < t 6 2Þ
þ 4ðy� 3:5Þð4:5� yÞð�18t þ 46Þð2 < t 6 2:5Þ þ 4ðy� 3:5Þð4:5� yÞðt > 2:5Þ�n; t 2 ½0;3� ð32Þ
The optimization parameter values are shown in Table 7. The flux constraint with the formulation as Eq. (31) is imposed on
the outlet Co1 to constrain the flux distribution between the two outlets Co1 and Co2. The parameters in Eq. (31) are chosen
to be 1 � 10�4 for � and 1

3

R 3
0

R
Ci
�uin � n dCdt for Qtar. When [T1,T2] is set equal to [0,T], the design constraint is
R 3

0

R
Co1

u � ndCdt
1
3

R 3
0

R
Ci
�uin � n dCdt

� 1

0@ 1A2

6 1� 10�4 ð33Þ
Then the objective and the design constraint are both defined on the whole time interval. The optimized flux distribution
device is shown in Fig. 17(a). The objective value corresponding to the result in Fig. 17(a) is 1.740 � 103. When the time
interval [T1,T2] is set to be [1,2], the design constraint is modified as
R 2

1

R
Co1

u � n dCdt
1
3

R 3
0

R
Ci
�uin � n dCdt

� 1

0@ 1A2

6 1� 10�4 ð34Þ



Table 7
Parameter settings in the topology optimization of a device with target flux on the outlet.

b1 b2 h amin amax q

1 0 0.4 0 1 � 103 1

Fig. 18. Design domain of the roller-type pump.

Table 8
Parameter settings in the topology optimization of a roller-type pump.

b1 b2 h amin amax q

1 0 0.4 0 1 � 103 1

Fig. 19. (a) Optimal design of the roller-type pump; (b) the angular velocity over time and the outflow rate over time on the outlet Co.
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and the objective is still defined on the whole time interval. According to the derivation of adjoint sensitivity in Appendix C,
the adjoint equations and sensitivity corresponding to the flux constraint are defined on the time interval [0,2]. By keeping
the other parameters unchanged, the optimization problem is solved. The optimized result is shown in Fig. 17b. The value of
the objective corresponding to the result in Fig. 17b is 1.257 � 103. The outflow rate on the outlet Co1 corresponding to the
above two optimal designs is shown in Fig. 17c. Because the fluid considered in this paper is incompressible, the left fluid
must flow out from the outlet Co2 when the target flux constraint is satisfied on the outlet Co1. Therefore, the optimized
channels in Fig. 17a and b have two branches. The flux constraints in Eqs. (33) and (34) mean that the flux at the outlet



Fig. 20. Streamlines of the flow in the optimal design of the roller-type pump at t = 0.8.

Fig. 21. (a) Design domain of the star-shaped microchannel chip; (b) optimal design of the star-shaped microchannel chip.
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Table 9
Parameter settings in the topology optimization of a star-shaped microchannel chip.

b1 b2 h amin amax q

1 0.1 0.35 0 1 � 106 1

Fig. 22. Snapshots of the distribution of fluidic velocity.
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Co1 of the optimal design in Fig. 17(a) is lower than that in Fig. 17(b). Therefore, the thick branch connected to Co1 in
Fig. 17(b) is helpful for decreasing the velocity gradient and dissipation of the flow.

Second, a roller-type pump, which pumps the liquid using a rotating roller, is optimized. Fig. 18 shows the design domain,
where the rotating roller drives the liquid flowing from the inlet Ci to the outlet Co. The fluidic velocity on the surface of the
roller is equal to the rotational velocity of the roller surface,
ur ¼ xðtÞRs; t 2 ½0;2� ð35Þ
where x(t) is the transient angular speed of the roller; R is the radius of the roller; and s is the unit tangential vector of the
roller surface. The optimization parameter values are shown in Table 8. By setting Qtar and � to 20 and 1 � 10�4 respectively,
the flux constraint shown in Eq. (31) is imposed on the boundary Co as
R 2

0

R
Co

u � ndCdt

20
� 1

 !2

6 1� 10�4 ð36Þ
The design domain is discretized by 171519 triangular elements. After the transient angular speed is set to
x(t) = 400min(t,1)/7 (Fig. 19(b)), the optimized roller-type pump is shown in Fig. 19(a). The objective value corresponding
to the result in Fig. 19(a) is 5.866 � 105. The outflow rate over time is shown in Fig. 19(b). The streamline distribution of the
flow in the optimized pump is shown in Fig. 20. Fig. 20 shows that the streamlines near the surface of the pump’s roller is
closed, while the others start at the inlet and end at the outlet. Therefore, a net flux between the inlet and outlet of the pump
is produced by the rotating roller.
5.5. Star-shaped microchannel chip

Lab-on-a-chip devices have been become a popular technique in biochemistry and bioengineering [59,60]. This example
involves the design of an infuser, a device that feeds a reactor or a piece of analysis equipment with a specific amount of fluid
[52]. Flushing the fluidic channel is an important step to maintain consistent performance and enhance the efficiency of an
infuser. The fluid flowing through an infuser is water, with density and viscosity equal to 1 � 103 kg/m3 and 1 � 10�3 Pa � s,
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respectively. The design domain is shown in Fig. 21(a) and is discretized by 160866 triangular elements. The transient veloc-
ity loaded on the inlets of the Star-shaped microchannel is
uin1 ¼ �Uð1þ 2 sinðptÞÞn
uin2 ¼ �Uð1þ 2 sinðpt þ p=4ÞÞn
uin3 ¼ �Uð1þ 2 sinðpt þ p=2ÞÞn
uin4 ¼ �Uð1þ 2 sinðpt þ 3p=4ÞÞn
uin5 ¼ �Uð1þ 2 sinðpt þ pÞÞn

ð37Þ
where U = 4 � 10�2v(1 � v) is a parabolic distribution on the inlets of the design domain, and v is the local coordinate on the
corresponding inlet. The energy dissipation and pressure distribution at the inlet (Eq. (22)) are set as the objective. The time
interval is chosen to be [0,2]. The optimization parameter values are shown in Table 9. The optimized infuser has star-shaped
channels (Fig. 21(b)). The objective value corresponding to the result in Fig. 21(b) is 795.6. Snapshots for the distribution of
the fluidic velocity are shown in Fig. 22. Fig. 22 shows that the fluid pulses through the star-shaped chip periodically. This
periodic pulsing is helpful for the effective flushing of leftovers in the chip.
6. Conclusion

The topology optimization method has been successfully used to design the unsteady incompressible Navier–Stokes
flows at low and moderate Reynolds numbers. This makes topology optimization more useful for practical engineering de-
signs, such as a flow with unsteady state or optimization focusing on the dynamic effect of fluid. Based on the continuous
adjoint method, the topology optimization problem of the unsteady Navier–Stokes flow has been analyzed, and the numer-
ical optimization procedure can be implemented by user-available numerical computational methods, such as the finite dif-
ference method, the finite element method or the finite volume method. Several examples have been presented, and the
corresponding results have demonstrated that the optimized design of the unsteady Navier–Stokes flow is influenced by
the dynamic effect, the Reynolds number and the constraints on the flux of fluid.
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Appendix A. Adjoint equations of unsteady incompressible Navier–Stokes equations

To analyze the transient Navier–Stokes equations for the topology optimization problem in Eq. (7), the functional spaces
for variables are chosen to be
u 2 VX :¼ L2ðð0; TÞ; H1ðXÞÞ; p 2 VX :¼ L2ðð0; TÞ; L2ðXÞÞ
f 2 V�X :¼ L2ðð0; TÞ; H�ðXÞÞ; u0 2 H1

0ðXÞ; c 2 L1ðXÞ
ðA:1Þ
where H1(X) :¼ (H1(X))d; d is the spatial dimension; L1(X) and L2(X) are the first-order and second-order integrable Lebes-
gue spaces respectively; H⁄(X) is the dual space of the Hilbert space H1(X); and H1

0ðXÞ ¼ fu 2 H1ðXÞjr � u ¼ 0g. According to
the Rietz representation theorem and the Hölder inequality [61], it is known that the Bochner space VX is reflexive, i.e.,
V�X ¼ VX. Based on the adjoint analysis method, the sensitivity analysis of the optimization problem in Eq. (7) can be derived
as follows: Based on [51]
u�;
Z T

0
f ðtÞdt

	 

X� ;X
¼
Z T

0
u�; f ðtÞh iX� ;Xdt ðA:2Þ
where X is a Bochner space, and its dual is X⁄, u⁄ 2 X⁄, f: (0,T) ? X is Bochner integrable, then the integration on time and on
space can change sequence. Therefore,
eðu;p; cÞ ¼
Z T

0

Z
X

q
@u
@t
� gr � ðruþruTÞ þ qðu � rÞuþrp� f

� �
� v dXdt �

Z T

0

Z
X

qr � u dXdt

þ
Z T

0

Z
CD

u � v dCdt þ
Z T

0

Z
CN

�pIþ gðruþruTÞ
 �

n � v dCdt þ
Z

X
ðu � vÞ

����
t¼0

dX ðA:3Þ
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for "v 2 VX and "q 2 VX. Based on Eq. (A.2), the following transformation of Eq. (A.3) is obtained by partial integration on
time:
eðu;p; cÞ ¼ q
Z

X

Z T

0

@ u � vð Þ
@t

� u � @v
@t

� �
dtdXþ g

Z T

0

Z
X
ðruþruTÞ : rv �r � ððruþruTÞ � vÞ
 �

dXdt

þ
Z T

0

Z
X
qðu � rÞu � v dXdt þ

Z T

0

Z
X
r � ðpvÞ � pr � v½ � dXdt �

Z T

0

Z
X

f � v dXdt �
Z T
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Z
X

qr � u dXdt

þ
Z T

0

Z
CN

�pIþ gðruþruTÞ
 �

n � v dCdt þ
Z

X
ðu � vÞ

����
t¼0

dX ðA:4Þ
Based on Gauss theory [45], Eq. (A.4) can be transformed into
eðu;p; cÞ ¼¼ q
Z

X
ðu � vÞjt¼T � ðu � vÞjt¼0½ � dX� q

Z T

0

Z
X
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dX ðA:5Þ
By inserting the boundary conditions into Eq. (A.5), the reduced weak operator of transient Navier–Stokes equations is ob-
tained as
eðu;p; cÞ ¼ q
Z

X
ðu � vÞjt¼T � u0 � vjt¼0½ � dX� q
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According to the definition of the Gâteaux derivative [45], the Gâteaux derivatives of Eq. (A.6) in the direction
(w,r) 2 VX � VX are
euðu;p; cÞ;wh iV�X ;VX
¼ lim

h!0þ

eðuþ hw;pÞ � eðu;pÞ
h

¼ q
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and
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V�X ;VX
¼ lim

h!0þ
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Based on the linear property of operators heuðu; p; cÞ;wiV�X ;VX
and hepðu; p; cÞ; riV�X ;VX

, they are bounded based on the Cauchy-
Schwarz inequality and the Poincaré’s inequality. Therefore, Eqs. (A.7) and (A.8) are the Gâteaux derivatives of e(u,p). The
dual operator of a linear operator is defined as [45]
hD�u; viX� ;X ¼ hu;DviY� ;Y; 8u 2 Y�; v 2 X ðA:9Þ
where X and Y are Banach spaces, D 2 LðX;YÞ and D� 2 LðY�;X�Þ. By rewriting eu(u,p;c) and ep(u,p;c) in the formulation of
linear operators, one can obtain
euðu;p; cÞ;wh iV�X ;VX
¼ Av þ Bq;wh iV�X ;VX

epðu;p; cÞ; r
� �

V�X ;VX
¼ Cv; rh iV�X ;VX

ðA:10Þ
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and
e�uðl; m; cÞ;w
� �

V�X ;VX
¼ Alþ Bm;w
� �

V�X ;VX

e�pðl; m; cÞ; r
D E

V�X ;VX

¼ hCl; riV�X ;VX

ðA:11Þ
where l 2 VX and m 2 VX;A;B and C are linear operators. According to Eqs. (11) and (A.11), the weak form of the adjoint
equations for the topology optimization problem of unsteady Navier–Stokes flows in Eq. (7) can be obtained as
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Additionally, there are
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Because u is known on RD and p can be expressed by ru on RN, according to Eq. (4)
Bðu;p; cÞ ¼
Bðp; cÞ; on RD

Bðu;ru; cÞ; on RN

�
ðA:17Þ
By inserting Eqs. (A.14)–(A.17) into Eqs. A.12 and A.13, one can obtain
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Therefore, the adjoint equations of the Navier–Stokes equations can be written as
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Appendix B. Adjoint sensitivity of optimization problem

Based on the similar analysis of the dual operator of ec(u,p;c), the adjoint derivatives of the optimization problem can be
obtained as
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where 8w 2 C1ð�XÞ. Therefore, according to Eq. (12), the adjoint derivatives can be expressed as
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Appendix C. Adjoint analysis of expression defined on [T1,T2] � [0,T]

In some cases, the expression in Eq. (8) is defined on the subset [T1,T2] instead of [0,T]:
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where [T1,T2] is a subset of [0,T]. Then Eq. (C.1) can be rewritten as
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where A and B are set to 0 in (0,T1) and (T1,T2), respectively. Then Eqs. (A.18) and (A.19) can be rewritten as
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Z
X

0 dXdt þ
Z T1

0

Z
CN

0 dCdt þ
Z T1

0

Z
CN

0 dCdt þ
Z T2

T1

�
Z

X
b1

@A
@u
�w� r � @A

@ru

� �
�w

� �
dXdt þ

Z T2

T1

Z
CN

b1
@A
@ru

n �w dCdt þ
Z T2

T1

Z
CN

b2
@B
@u

�wdCdt þ
Z T

T2

Z
X

0 dXdt þ
Z T

T2

Z
CN

0 dCdt þ
Z T

T2

Z
CN

0 dCdt ðC:3Þ
and
Jpðu;p; cÞ; r
� �

V�X ;VX
¼
Z T1

0

Z
X

0 dXdt þ
Z T2

T1

Z
X

b1
@A
@p

r dXdt þ
Z T

T2

Z
X

0 dXdt þ
Z T1

0

Z
CD

0 dCdt

þ
Z T2

T1

Z
CD

b2
@B
@p

r dCdt þ
Z T

T2

Z
CD

0 dCdt ðC:4Þ
Therefore, the adjoint equations of the Navier–Stokes equations can be written as
When t 2 (T2,T)
�q @l
@t � gr � ðrlþrlTÞ � qðu � rÞlþ qðruÞ � lþrm ¼ @f

@u l; inðT2; TÞ �X

�r � l ¼ @f
@p � l; inðT2; TÞ �X

lðT;xÞ ¼ 0; in X

l ¼ 0;on ðT2; TÞ � CD

½�mIþ gðrlþrlTÞ�n ¼ �qðu � nÞl; on ðT2; TÞ � CN

ðC:5Þ
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When t 2 (T1,T2)
�q @l
@t � gr � ðrlþrlTÞ � qðu � rÞlþ qðruÞ � lþrm ¼ �b1

@A
@u�r � @A

@ru

� �
þ @f

@u l; in ðT1; T2Þ �X

�r � l ¼ �b1
@A
@p þ @f

@p � l; in ðT1; T2Þ �X

l ¼ � @B
@p n; on ðT1; T2Þ � CD

�mIþ gðrlþrlTÞ
 �

n ¼ �qðu � nÞl� b1
@A
@ru n� b2

@B
@u ; on ðT1; T2Þ � CN

ðC:6Þ
When t 2 (0,T1)
�q @l
@t � gr � ðrlþrlTÞ � qðu � rÞlþ qðruÞ � lþrm ¼ @f

@u l; in ð0; T1Þ �X

�r � l ¼ @f
@p � l; inð0; T1Þ �X

l ¼ 0; on ð0; T1Þ � CD

½�mIþ gðrlþrlTÞ�n ¼ �qðu � nÞl; on ð0; T1Þ � CN

ðC:7Þ
By solving Eqs. (C.5), (C.6) and (C.7) sequentially, the adjoint variables of u and p can be obtained. Because the solution of Eq.
(C.5) is l = 0 and m = 0, one only needs to solved Eqs. (C.6) and (C.7) with the initial condition l(T2,x) = 0. The adjoint deriv-
atives corresponding to expression (C.1) can be expressed as
DbJ
Dc jX ¼

R T2
T1

b1
@A
@c � @a

@c u � l
� �

dt þ
R T1

0 � @a
@c u � l dt; in X

DbJ
Dc j@X ¼

R T2
T1

b2
@B
@c dt; on @X

ðC:8Þ
Therefore, the adjoint analysis of the objective or design constraints defined on the subinterval [T1,T2] # [0,T] is imple-
mented on [0,T2] instead of [0,T], although the unsteady flow problem is defined on the time interval [0,T]. Subsequently,
the corresponding adjoint equations and adjoint derivatives are transient equations and integrations on [0,T2] instead of
[0,T], respectively.
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