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Abstract
Purpose – Object tracking has been a challenging problem of robot vision over the decades, which plays a key role in a wide spectrum of visual
tracking-related applications such as surveillance, visual servoing, sensing and navigation in robotics, video compression. The purpose of this paper is to
present a novel intensity, orientation codes and geometry (IOCG) histogram variant of the mean-shift algorithm for object tracking.
Design/methodology/approach – Feature cues of intensity, orientation codes and geometric information are fused together to form an IOCG
histogram in combination with a conventional mean-shift-based tracking algorithm.
Findings – Experimental results demonstrate the effectiveness and efficiency of the proposed method. Not only do fusing orientation codes features
allow the proposed algorithm to conduct tracking in a cluttered background, but partial occlusion is also solved in the tracker in that spatial information
usually lost in a conventional histogram is compensated by the introduced geometric relations between tracked pixels and the center of a tracker
template.
Originality/value – The paper presents a novel vision tracking method for robots.
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Paper type Research paper

1. Introduction

Object tracking is a key component in robot vision system such as

surveillance (Kettnaker and Zabih, 1999), visual servoing

(Marchand and Chaumette, 2005), video compression (Bue

et al., 2002), driver assistance (Handmann et al., 1998) and

perceptual user interfaces (Bradski, 1998), etc. It has been

recognized as one of the bottlenecks in visual tracking-related

research and industrial applications in that most applications

require robustness characteristic of object tracking algorithms

subject to partial occlusion, clutter, environmental lighting

changes, etc. To cope with these difficulties, contributions had

been made to precise object tracking in the past two decades.

Tracking algorithms can be broadly classified into target

representation and localization and filtering and data

association (Comaniciu et al., 2003; Sinha et al., 2007).

The former are bottom-up approaches which cope with

changes of appearance of a target; the latter are top-down

approaches which handle dynamics of objects of interest,

learning of scene priors and evaluation of different hypotheses.

The target representation is composed of feature-based tracking

(Beymer et al., 1997; Wang et al., 2009), contour-based tracking

(Isard and Blake, 1996; Nascimento and Marques, 2004;

Usabiaga et al., 2009) and region-based tracking (Hager and

Belhumeur, 1998). In region-based trackers, either a histogram

or non-parametric descriptions are employed to represent the

object of interest (Adam et al., 2006; Jeongand Jaynes, 2008); it is

evident that the mean-shift approach (Comaniciu et al., 2003;

Collins, 2003; JuanandHu,2008;Tu et al., 2009) has beengiven

priority in recent research progress. However, the mean-shift

algorithm has some shortcomings for feasible tracking

applications. First, the conventional mean-shift algorithm lacks

acceptable performance in gray-scale images or infrared (IR)

images in that a singular gray space representing the targetsThe current issue and full text archive of this journal is available at
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usually leads to false positions for the scenarios whose

background is in a similar gray style. Second, loss of spatial

information is inherent in the use of histograms. Traditional

histograms are popular representations for non-parametric

density, but they disregard the spatial arrangement of related

feature values. Finally, localizing objects of interest might be

inaccurate for scenarios in which there exist occlusions.
We propose a novel intensity, orientation codes and geometry

(IOCG)histogrammethod to represent the features of an object

of interest with an aim to improve the capability of the

conventional mean-shift tracker in different tracking scenarios

in gray-scale images. First, we integrated the orientation codes

into a histogram to improve the distinguishing capability of a

template in a cluttered background. Then, we employed the

geometric relations between the pixels and the center of its

template to overcome partial object occlusion in that it takes

into account the spatial information usually lost in traditional

histograms. Next, we initialized the conventional mean-shift

tracker at multiple positions to avoid falling into the local

extrema during tracking. Finally, we employed the log-

likelihood ratio between an object of interest and its

background to efficiently estimate the position of the object,

which significantly reduces the computational cost.

The reminder of the paper is organized as follows: Section 2

proposes an IOCG histogram consisting of individual features

cues, which is used to represent an object of interest. Section 3

reviews the mean-shift algorithm; Section 4 presents

multi-position initialization for the tracker. Section 5 validates

the proposed algorithms in examples of object tracking on real

video sequences. Finally, Section 6 concludes the paper.

2. IOCG histogram

An IOCG histogram is proposed in this section, the histogram

has the capability of representing an object of interest in gray

images in terms of individual features cues including its

intensity, orientation codes and geometrical positions. Such a

histogram can be presented mathematically in equation (1) as

follows:

p̂ðu; v; sÞ ¼
ði;jÞ[I

X
dðu2 cijÞdðv2 I ijÞdðs2GijÞ ð1Þ

where d is the Kronecker delta function. u [ ð0; . . . ; n2 1Þ is
the index of the orientation codes feature cues, v [
ð0; . . . ; m2 1Þ is the index of intensity feature cues and s [
ð0; . . . ; g 2 1Þ is the index of the geometrical position.

cij ; I ij ;Gij are the values of three features for onepixel in an image

region. Hence, the proposed histogram can be employed to

represent an object of interest in that the histogram can be

constructed in terms of IOCG features which are the combined

feature description of the object of interest.

2.1 Intensity feature

Intensity feature is crucial in object tracking in that it is easy to

describe the robustness subject to dynamic shape of a target of

interest. However, it is evident that the higher the accuracy of

the intensity feature, the more unstable the performance of the

intensity histogram subject to fluctuations in illumination.

Hence, intensity feature in 16 bins is employed for gray-scale

images in order to reduce the computational cost and to

fluctuations in illumination. For example, when the

illumination changes from 255 to 252, the intensity histogram

with 16 bins sets all of these to 15.

2.2 Orientation codes

For discrete images, the orientation codes (Ullah and Kaneko,
2004) are obtained as quantized values of gradient angles
around each pixel by applying a differential operator into

horizontal and vertical derivatives like Sobel operator, further
calculating their ratio can be employed to obtain its gradient
angle. The orientation codes are shown in Figure 1; given an
interval of the gradient angle Du, the orientation codes for a
pixel location (i, j) cij can be obtained as follows:

cij ¼
uij
Du

h i
›f
›x

�� ��þ ›f
›y

��� ��� . G

m otherwise

8<
: ð2Þ

where uij ¼ tan21½ð›f =›yÞ=ð›f =›xÞ�, ›f =›y and ›f =›x are the
gradient of vertical and horizontal orientation computed by the
Sobel operator. Though the feature of the orientation codes
represents edge information of an image region, the orientation
codes extracted from low-contrast regions could not provide

rich edge information. In order to obtain stable extraction of the
orientation codes features, the pixels are discarded if they donot
meet the threshold value G, i.e. j›f =›xj þ j›f =›yj , G.
Additionally, a trade-off has to be decided when choosing the
number of orientation codes due to the fact that the larger the
number of the orientation codes, the richer the information they

carry and the more sensitive rotation changing is. Further
threshold value G is selected based on the richness of the
gradient of an object of interest. Based on our empirical results
and the lessons learned fromUllah and Kaneko’s (2004) study,
the orientation codes are defined as an integer range from 0 to
15 (i.e.Du is set asp/8 radians). The threshold value G is set as 5

by default in this paper.

2.3 Geometric relation

Since the intensity and orientation codes are only used to
represent statistic properties of an object of interest, spatial

Figure 1 Illustration of the orientation codes
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information, such as the distribution of the pixels of the
object, has to be taken into account. In our work, spatial
information is represented by the geometric relation between
the pixels and the center of the target model, which has been
taken into account in the histogram, based on the intensity
and orientation code features. An object of interest can be
represented by a histogram fusing IOCG features.
The geometry restriction is shown in Figure 2, in order to
describe the geometry feature of pixel P(x, y); this pixel is
related to the center of the corresponding image region.
Further, the length of this line is used to represent the
distance parameter of point P, and the angle between this line
and x-axis is employed to represent the angle parameters.
On the other hand, in order to achieve the robustness and
insensitivity of the parameters subject to the disturbance of

slight rotation, the geometry features are quantified as 16 bins,
representing 16 regions divided by four quadrants and four
ring regions in an image region. Finally, spatial information
G(i,j) of pixel (i,j) is integrated into the histogram of
Gði; jÞ ¼ Aði; jÞ £ 4þDði; jÞ, where A represents the
quantification of angle parameter and D represents the
quantification of distance parameter.

2.4 IOCG histogram-based occlusion solving

It is quite common that an object of interest is often occluded
by another object during tracking. The proposed method is
compared with intensity histogram and spatial intensity
histogram proposed by Xu et al. (2005) in order to evaluate
the performance of the IOCG histogram in terms of coping
with partial occlusion of a target.
An example is given in Figure 3, where the target was

initialized in Figure 3(a), and Figure 3(b) shows a frame
where the target was occluded by a book. Figure 3(c) is
the template image extracted from Figure 3(a). Five regions
were randomly selected from Figure 3(b), i.e. Figure 3(d)-(h),
then we match the template with five other regions using

Bhattacharyya coefficient. The results, provided in Table I,

demonstrates that the IOCG histogram gains the maximal

similarity at the accurate region (d); intensity and spatial

intensity histograms gain the maximal similarity at the illusive

regions (g) or (h). Hence, it is evident that the IOCG

histogram can deal with the tracking tasks better than the

other two histogram models.

3. Mean-shift algorithm

The mean-shift algorithm (Fukanaga and Hostetler, 1975) is

a non-parametric technique that climbs the gradient of a

probability distribution to search the nearest dominant mode.

It has been increasingly employed in real-time object tracking

field due to its computational efficiency and non-parametric

mode-seeking characteristic (Comaniciu et al., 2000).
For a set of sampling data, {xi}i¼1; ... ; n [ Rd, the multivariate

kernel density estimate with kernel K(x) is given by:

f̂ðxÞ ¼ 1

hd

Xn
i¼1

wi ·K
x2 xi

h

� �
ð3Þ

where x denotes the d-dimensional variable, wi denotes the ith
weight and h the window radius, also known as bandwidth

parameter.
The core of the mean-shift algorithm is a gradient descent

optimization method in which the mean-shift vector Mh is

iteratively computed to move the location vector x to a new

location x1 ¼ xþMhðxÞ along it. The mean-shift vector Mh is

derived by:

Figure 2 Geometric relation between the pixels and the centre of an
object of interest

Y

P

X
I

Figure 3 Accurate or illusive regions of an occluded object of interest

(a)

(c) (d) (e) (f ) (g) (h)

(b)

Notes: Region (c); the target template; region (d); the tracking region
and regions (e)-(h); the randomly selected false regions

Table I An object occlusion scenario using different feature models

Position IOCG histogram Intensity Spatial intensity

(d) 0.59 0.91 0.75

(e) 0.44 0.89 0.77

(f) 0.53 0.90 0.81

(g) 0.58 0.94 0.82

(h) 0.48 0.94 0.85
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MhðxÞ ¼
Pn

i¼1xiwigðkðx2 xiÞ=hk2ÞPn
i¼1wigðkðx2 xiÞ=hk2Þ

2 x ð4Þ

where gðxÞ ¼ 2k0ðxÞ and kðkxk2Þ ¼ KðxÞ is the profile
function of kernel K(x) (Ning Song et al., 2005).
Convergence properties of the mean-shift method are crucial

in feasible object tracking. Cheng (1995) claimed that mean
shift is an instance of gradient ascent with an adaptive step size

It is discovered that, unlike Newton’s method, each iteration of
the mean shift is guaranteed to bring us closer to a stationary

point; on the other hand, it also shares theweakness ofNewton’s
method, the mean shift may get a wrong local maximum during
the process of iteration (Fashing and Tomasi, 2005). One of the

methods which is used to avoid these discontinuities is to take
small steps for moving the direction of the local gradient.
Unfortunately, if the step size is too large, the rate of

convergence cannot be guaranteed (Comaniciu and Meer,
2002). Concerning the trade-off between practical object

tracking, multi-position initialization is proposed to avoid local
maxima during algorithm convergence.

4. Object tracking

Object tracking is the process of locating objects of interest in
time in image sequences. The outputs are the location of the
object of interest within the image sequences; usually, it is

assumed that information of the objects of interest is known at
the initial frame. An object tracking algorithm usually consists

of prior information capture and data filtering. In the proposed
work, the IOCGhistogram in Section 3 is employed as a feature
template to represent an object of interest O; the conventional

mean shift is used to incorporating prior information
represented by the IOCG into image frame filtering. During
tracking, we can assume that we have a previous estimate of the

position from previous frame, and we will initial the mean-shift
tracker at this estimate in current image. Hence, the

contribution of the tracking algorithm is to locate the position
which minimizes the similarity function in formula (7).

4.1 Mean-shift tracker

The mean-shift tracker can be divided into three steps. First,

the PDFs of object model q̂uvs and object candidate p̂uvsðyÞ are
calculated based on the IOCG histogram and kernel density

estimation as follows:

q̂uvs ¼Cq

Xnq
i¼1

k
xi

hq

����
����
2

 !
d½buðxiÞ2u �d½bvðxiÞ2 v �d½bsðxiÞ2 s �;

u¼ 1;2; . . . ;m21; v¼ 1;2; . . . ; n21;

s¼ 1;2; . . . ; g21

ð5Þ

p̂uvsðyÞ ¼Cp

Xnp
i¼1

k
y2 xi

hp

����
����
2

 !
d½buðxiÞ2 u �d½bvðxiÞ2 v �

£ d½bsðxiÞ2 s �;

u ¼ 1; 2; . . . ; m2 1; v ¼ 1; 2; . . . ; n2 1;

s ¼ 1; 2; . . . ; g2 1

ð6Þ

where k is the kernel function, hq and hp are the size of both

kernel, bu, bv and bs are index functions for features of IOCG
bins, respectively. In this paper, m, n, g are set as 16,

respectively. Cq and Cp are the normalization factors. d is the
Kronecker delta function. In order to increase the robustness
of the density estimation, smaller weights are assigned to the
pixels which are farther away from the center since the
peripheral pixels have less reliability, which are often
substantially affected by occlusions or interference of the
background. The Epanechnikov kernel is adopted in this case.
Second, the similarity measure Bhattacharyya coefficient is

employed to locate the position which is the closest to the
IOCG-based template. The Bhattacharyya coefficient
(Comaniciu et al., 2000) is defined as:

r̂ðyÞ ¼
Xm21

u¼0

Xn21

v¼0

Xg21

s¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̂uvsðyÞq̂uvs

q
ð7Þ

Finally, the object tracking problem can be reduced as the
problem of maximizing r̂ðyÞ around a neighborhood of the
object position y0 at previous frame, which can be solved by
an iterative mean-shift procedure as follows:

ŷ1 ¼
Pnp

i¼1xiwigðkðŷ0 2 xiÞ=hpk2ÞPnp
i¼1wigðkðŷ0 2 xiÞ=hpk2Þ

ð8Þ

The iteration is stopped if the mean-shift iterative is
converged or a threshold of the predefined number of
iterations is satisfied.

4.2 Adaptive scale selection

Kernel scale is a crucial parameter to the performance of the
proposed mean-shift algorithm. If the kernel size is chosen too
large, the tracking window might contain redundant
background pixels. On the other hand, the best localization
might not be obtained if the kernel size is set too small.
However, the scale of an object of interest often changes in
different image frames in order to achieve better tracking
performance, so the kernel size has to be adapted accordingly.
The approach in Comaniciu et al. (2003) is employed to
adapt the kernel size in the tracking algorithm. In this paper,
two regions are generated first by enlarging and shrinking the
scale of a candidate region by 10 per cent in current frame
over the size of a target of interest in its previous frame, then
these three regions are employed to match with the target
model; finally, the optimal scale is chosen by which gives the
highest score in equation (7). Some limitations of this method
had been indicated in Collins (2003) and Adam et al. (2006).
For example, if an object being tracked is uniform in color,
then there is a tendency for the kernel size to shrink. In
another case of partial occlusion of a target, we confronted
with an additional dilemma: if we suppose that a gray target is
partially occluded, a good score may be provided by shrinking
the target and locating it around the non-occluded part. In
order to solve the problems, the orientation codes and
geometry information are combined into a histogram in the
proposed algorithm. It is demonstrated that the proposed
algorithm has better performance on dealing with the partial
occlusion and locating the target at the correct position.

4.3 Multiple position initialization

Oneof themajor issues for object tracking is that the trackers are
sensitive to noise, lack robustness and can be trapped into local
maxima.Multiple position initialization is proposedwith an aim
to improve their robustness in this paper. The fact is that, while
the shading area of an object of interest as shown in Figure 4 is
updated, the more involvement of a background and geometric
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relative information, the more likely the tracking window drifts

away from the target center or even loses the target. However, if

the position of the target at the previous frame is multiple

positions (x0, y0), the mean-shift tracker is initialized at 81

positions, which are generated in the region from the left-

bottom position ðx0 2 w=2; y0 2 h=2Þ to the right-top position

ðx0 þ w=2; y0 þ h=2Þwith the steps ofw/8 andh/8. (wherewand

h are the width and height of the template in Figure 4,

respectively).Then, a final target position canbe obtained at the

highest Bhattacharyya coefficient when applying mean-shift

iterations at individual positions.
To reduce computation complexity, a log-likelihood

method is proposed to evaluate whether a position is valid.

It is intended to initialize the positions of the object of interest

only. It is shown in Figure 5, where the region within the red

rectangle is used to obtain the object’s PDF, while the region
between the blue and the red rectangles is to obtain the
background’s PDF (Collins et al., 2005; Babu et al., 2007).
Consider the gray feature of an image, the histograms HobjðiÞ
and HbgðiÞ are applied to describe the probabilities of the ith
pixel belonging to the object and background, respectively,
where i represents the ith gray level. The log-likelihood of
individual pixels within the object of interest and background
region is provided as follows:

LðiÞ ¼ log
max{HobjðiÞ; 1}
max{HbgðiÞ; 1}

ð9Þ

where 1 is a small non-zero value (i.e. 1 ¼ 0.001)whichprevents
from being divided by zero or taken by the log of zero. The
nonlinear log likelihood ratio in equation (9) maps object/
background distributions into positive values for intensity
distinctive to the object while negative values aremarked for the
background. To gain practically reliable object pixels, a
threshold is set to segment the likelihood image as below:

I log ðiÞ ¼
1 if LðiÞ . T 0

0 otherwise

(
ð10Þ

where T0 is the predefined threshold used for selecting reliable
object pixels. Figure 5(b) shows the likelihood image of the
object of interest and its background. Since there aremany hole
areas in the object, morphological operations are employed to
eliminate the holes as shown in Figure 5(c), the selected
initialized positions are shown in Figure 5(d).

5. Experimental results

The proposed IOCG histogram is evaluated for both rigid and
non-rigid targets in image sequences with a focus on
gray-scale images. The IOCG histogram is quantized into
16 £ 16 £ 16 bins, coefficient a is defined to adjust the size
relation between an object of interest and its template
(i.e. sizeT ¼ a £ sizeobj). It is demonstrated that the parameter

Figure 4 Initialization of the mean-shift based tracker at multiple
positions

h
(X0,Y0)

W

Figure 5 Illustration of likelihood map

(a) (b)

(c) (d)

Notes: (a) Frame with labeled object (red box) and background
(blue box); (b) likelihood map of the object and background;
(c) processed by the threshold and morphological operations;
(d) points initialized (green points)
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improves the robustness of the tracker by setting a template a

little smaller than the target in that it prevents it from

including more background pixels. a is set as 0.8 by default,

for instance, an object of interest as shown in Figure 6 is

located by a red circle and the template is represented by a

blue circle. The first frame of the box sequence as shown in

Figure 7 shows that the proposed method is robust to scale

change. The learned lesson is that the farther away from a

camera and the more complex the background, the less

effective the proposed algorithm is. The size of the target in

the initial frame is 96 £ 120 pixels and is shrunk to 16 £ 20

pixels in the 450 frame. Figure 8 shows that the proposed

method can effectively track an object of interest in a complex

background; it is also demonstrated in an occlusion scenario.

Note that the algorithm distinguishes the object of interest

from a similar object as shown in Figure 8(c). Further,

OneShopOneWait2cor sequences from CAVIAR database as

shown in Figure 9 are used to present the robustness of the

proposed algorithms for image sequences with occlusion and

non-rigid objects. The degree of object occlusion is shown in

Figure 9(c) and (d); it is convincing that the proposed method

has good capability of handling object tracking in serious

occlusion.
The proposed algorithm is compared with the conventional

mean-shift algorithm and its variant (Xu et al., 2005) in

various datasets in order to evaluate its effectiveness. The

intensity information is quantized into 16 bins for the

conventional algorithm; the intensity information is quantized

Figure 7 Box sequence: the scale of the target changes

(a) Initial object (b) Frame 95

(c) Frame 267 (d) Frame 450

Notes: The “ + ” (green) indicates the initial positions of mean-shift
tracker; the red ellipse (object) and blue ellipse (template) show the
tracking result

Figure 8 White car sequence: the scale of the target changes. The
object was occluded by other object. There are similar car near by the
object

(a) Initial object (b) Frame 225

(c) Frame 308 (d) Frame 613

Notes: The “ + ” (green) indicates the initial positions of mean-shift
tracker; the red ellipse (object) and blue ellipse (template) show the
tracking result

Figure 9 OneShopOneWait2cor sequence: the object is nonrigid and is
severe occluded by another man

(a) Initial object (b) Frame 34

(c) Frame 164 (d) Frame 175

Notes: The “ + ” (green) indicates the initial positions of mean-shift
tracker; thfe red ellipse (object) and blue ellipse (template) show the
tracking result

Figure 6 Initialization of the object of interest (the red ellipse) and the
template (the blue ellipse)

Feature-fusion based object tracking for robot platforms

Xuguang Zhang, Honghai Liu and Yanjie Wang

Industrial Robot: An International Journal

Volume 38 · Number 1 · 2011 · 66–75

71



into 16 bins and its spatial information into four bins in the
experiments. We set the scale of target as the method
expatiated in Section 4.2. Figure 10 shows the simulation
result of face tracking, where the size of target is 48 £ 64
pixels. Different degrees of object occlusion are provided in
image frames 72, 188 and 366; the results clearly demonstrate
that the proposed algorithm significantly outperforms the
standard mean-shift method and Xu’s variant. Further, we
compare the results of both algorithms with the ground truth,
which are marked manually in an interval of ten frames. The
results shown in Figure 10 present that the conventional
mean-shift tracker is not as accurate as the proposed method,
e.g. it even loses the target in the range around image frame
400. It confirms the outstanding tracking ability of the
proposed method. Figure 11 shows the simulation result

obtained from EnterExitCrossingPaths1cor sequences in
CAVIAR database, in which the target is occluded by a
subject. The size of target is 26 £ 70 pixels; we compare the
results of both algorithms with the ground truth, which are
marked manually in an interval of ten frames. It can be seen
that, except for a few frames, the proposed method
outperforms the conventional mean-shift method and the
variant in terms of the position errors.
The proposed mean-shift variant is further evaluated on IR

image sequence as shown in Figure 12, the target size is
16 £ 40 pixels. The results of both mean-shift methods are
compared against the ground truth, marked manually in an
interval of ten frames. The results of position errors clearly
demonstrate that the proposed method outperforms the two
mean-shift tracking algorithms in terms of tracking accuracy.

Figure 10 Position errors’ comparison of the proposed algorithm, Xu’s algorithm and conventional mean-shift algorithm for Face sequence

Initial frame

Initial frame

Initial frame

30
Mean shift tracker
Dong Xu' s tracker
The proposed tracker25

20

15

10

5

0
0 50 100 150 200 250 300

Frame index
350 400 450

Po
si

tio
n 

er
ro

rs
 (

in
 p

ix
el

s)

Frame 75 Frame 168 Frame 345

Frame 345

Frame 345

Frame 168

Frame 168

Frame 75

Frame 75

Notes: First row: tracking with the proposed tracker; the “ + ” (green) indicates the initial positions of mean-shift
tracker; the red ellipse (object) and blue ellipse (template) show the tracking result; second row: tracking with
Dong Xu’s tracker; the red rectangle shows the tracking result; third row: tracking with the mean-shift tracker;
the red rectangle shows the tracking result; position errors over frame number in face sequences as shown in the
last row; symbol “    ” denotes the result from our tracker; symbol “    ” denotes the result from Dong Xu’s tracker;
Symbol “∆” denotes the result from standard mean-shift tracker
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The proposed algorithm was implemented in terms of VCþþ

program on a 2.8GHz PC. We initialized the mean-shift
tracker with 81 kernels. The computing time is shown in
Table II, it demonstrates that the computing time increases as
the target size gets bigger; a real-time tracker can be
implemented under the condition that the image size of a
target is less than 48 £ 48.

6. Concluding remarks

This paper presented a novel vision tracking method for
robots. We have fused feature cues of intensity, orientation
codes and geometric information together to form an IOCG
histogram in combination with a conventional mean-shift-
based tracking algorithm. Experimental results had

demonstrated that the effectiveness of the proposed tracking

algorithm, whose advantages can be summarized as follows:
. The IOCG histogram embodies both spatial and statistical

properties of objects and elegant solution to fuse multiple

features.
. The orientation codes and geometry feature make a robust

tracking in complex background for gray-scale images.
. Our method is robust to partial occlusions and gains the

accuracy localization.
. By using the likelihood map and by initializing the

mean-shift tracker at multiple positions, the algorithm can

escape local extrema.

Future work is focused on investigating the real-time

performance and object tracking robustness of the proposed

Figure 11 Position errors’ comparison of the proposed algorithm, Dong Xu’s algorithm and conventional mean-shift algorithm for
EnterExitCrossingPaths1cor sequence
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Notes: First row: tracking with the proposed tracker; the “ + ” (green) indicates the initial positions of mean-shift
tracker; the red ellipse (object) and blue ellipse (template) show the tracking result; second row: tracking with
Dong Xu’s tracker; the red rectangle shows the tracking result; third row: tracking with the mean-shift tracker; the
red rectangle shows the tracking result; position errors over frame number in face sequences as shown in the last
row; symbol “    ” denotes the result from our tracker; symbol “    ” denotes the result from Dong Xu’s tracker;
symbol “∆” denotes the result from standard mean-shift tracker
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algorithm when it is integrated into applied robotic systems.

Background information will be also combined into the

tracker to improve its real-time performance.
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