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In this paper, we report a mathematical derivation of probability density function (PDF) of time-interval

between two successive photoelectrons of the laser heterodyne signal, and give a confirmation of the

theoretical result by both numerical simulation and an experiment. The PDF curve of the beat signal

displays a series of fluctuations, the period and amplitude of which are respectively determined by the

beat frequency and the mixing efficiency. The beat frequency is derived from the frequency of

fluctuations accordingly when the PDF curve is measured. This frequency measurement method still

works while the traditional Fast Fourier Transform (FFT) algorithm hardly derives the correct peak

value of the beat frequency in the condition that we detect 80 MHz beat signal with 8 Mcps (counts

per-second) photons count rate, and this indicates an advantage of the PDF method.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

As a new technique for laser coherent detection, the applica-
tion of singe-photon counter for coherent laser radar is proposed
by Lincoln Laboratory in recent years [1]. The detector they used
is avalanche photodiode (APD) operating in Geiger-mode, which
is a method for operating an APD at a reverse bias higher than the
breakdown voltage [2]. The main benefit of the Geiger-mode APD
is the ability to be used in large-format arrays, which yields
excellent photon counting characteristic and also can be used for
imaging [3,4]. And the compactness, robustness, low cost, low
operating voltage and power consumption are also added values
against traditional photodetectors [5–7]. In Lincoln Laboratory,
they have put forward a simple technique to mitigate impact of
turbulence on heterodyne laser radar based on photon-counting
detector arrays and analyze saturation effects in heterodyne
detection with Geiger-mode InGaAs APD arrays [8]. For laser
heterodyne using, the Geiger-mode APD arrays registers photons
arrival times [9], and a FFT of the times can map out beat
frequency of laser heterodyne signal.

In this paper, we focus on the PDF of photons time-interval of
arrival to analyze laser heterodyne signal. The time-interval of
photons is often used in low light intensity levels [10,11] and has
a wide application in physics, astronomy and chemistry, for
ll rights reserved.
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example, to analyze squeezed light [12], degenerate optical
parametric oscillator [13], atomic state reduction in resonance
fluorescence [14], laser-pulse-timing fluctuations [15], solar flare
hard X-ray bursts [16] and molecular interactions [17] etc.

It is well known that the photon detection is a Binomial
process, and when the expected number of detection occurring
within the finite time-interval Dt is given, the probability of the
photons number lying in the same time-interval Dt obeys Poisson
distribution [18]. In this paper, based on the Poisson distribution,
we derived the PDF of time-interval between two successive
photoelectrons of stationary light signal and laser heterodyne
signal [19], and it has found some special characteristics in the
PDF curve of the beat signal, which can be used to obtain the beat
frequency and estimate the mixing efficiency.
2. The PDF of time-interval

The photon counting detector that collects the incident
photons is a square-law detector and the resulting current is a
sum of delta functions, where each delta function corresponds to
a photoelectron event. In order to discuss the time-interval
distribution for a light beam we need the probability of the
photoelectron events number in a certain time period. For
simplification and to get an ideal model, we shall not take the
impact of afterpulsing into account, which occurs when the
generated carriers are trapped by crystal defects [20]. In the ideal
model, the probability of detecting k photoelectric events in
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[t, tþt] is [21]

Pðk,t,tÞ ¼ 1

k!
½Z
Z tþt

t
Iðt0Þdt0�k exp �Z

Z tþt

t
Iðt0Þdt0

� �
ð1Þ

where I(t) is the instantaneous intensity of the signal light and Z is
the detection efficiency depending on the characteristics of the
detector. We find from Eq. (1) that the probability that no
photoelectron occurs in the interval [t, tþt] is

Pð0,t,tÞ ¼ exp½�Z
Z tþt

t
Iðt0Þdt0� ð2Þ

and the probability of detecting one photon in a short interval
[t�Dt, t] is found to be

Pð1,t�Dt,tÞ ¼ Z
Z t

t�Dt
Iðt0Þdt0 exp½�Z

Z t

t�Dt
Iðt0Þdt0�

� ZIðtÞDt ð3Þ

in which ZI(t)¼N(t) is the photons count rate. From Eqs. (2) and
(3) we obtain the joint probability of detection one photon in
[t�Dt, t], no photon in [t, tþt], and one photon in the interval
[tþt, tþtþDt] to be [12]

Pð3Þð1,t�Dt,t;0,t,tþt;1,tþt,tþtþDtÞ

¼ Z2IðtÞexp½�Z
Z tþt

t
Iðt0Þdt0�IðtþtÞDtDt ð4Þ

We may look on the conditional probability

PCðtÞ ¼
Pð3Þð1,t�Dt,t;0,t,tþt;1,tþt,tþtþDtÞ

Pð1,t�Dt,tÞ
ð5Þ

of registering a detection at time tþt within Dt, given a detection
at time t, as an expression for the distribution of the time-interval
t between successive photons. The time-interval PDF p(t) for two
successive photoelectrons to be separated by the time-interval t
is then

pðtÞ ¼ lim
Dt-0

PCðtÞ
Dt
¼ Z expð�Z

Z tþt

t
Iðt0Þdt0ÞIðtþtÞ ð6Þ

which is the basic formula used later to derive the time-interval
PDF for laser heterodyne signal.

In the particularly simple case in which the field is in a
coherent state, with the light intensity I(t) constant at all time,
and ZI(t)¼N is the average count rate, it follows from Eq. (6) that

pStationaryðtÞ ¼Ne�Nt ð7Þ

which is called negative exponential distribution, and represent
the time-interval PDF of stationary light signal.

2.1. Time-interval PDF for laser heterodyne signal

The beam intensity containing beat signal can be written
directly as

IBeatðtÞ ¼ ILOþ ISþ2m
ffiffiffiffiffiffiffiffiffiffi
ILOIS

p
cosð2pf IF tþyÞ ð8Þ

where ILO and IS are the DC contribution from the local oscillator
and signal beams, third term is contribution of beat signal, where
m is the mixing efficiency, fIF is the intermediate frequency given
by 9fLO� fS9, and y is the initial phase given by yLO�yS.

Since the photoelectron is directly proportional to the signal
intensity, the detected photons arrival times must contain peri-
odic component because of the periodicity of the signal intensity
as shown in the last term of Eq. (8). The relationship of beat signal
and photons arrival times is shown in Fig. 1. in which, every
upright line represents a photoelectron event, the interspaces of
two successive lines represent time-interval. And we can see from
Fig. 1 that more photons are detected when the beat signal wave
crest arrives, and the time-interval is small; when the wave
trough arrives, there are less photons and large time-interval.

Making use of Eqs. (6) and (8), we product the conditional
time-interval PDF of the beat signal as

pBeatðt9tÞ ¼ Z expð�Z
Z tþt

t
IBeatðt

0Þdt0Þ � IBeatðtþtÞ ð9Þ

in the condition that photoelectron events occur at a given time t.
However, when an experiment is carried on, our recording data
lays in a period of time as [0, T], and the time-interval PDF
independent of t can be derived by

pBeatðtÞ ¼
Z T

0
pBeatðt9tÞptimeðtÞdt ð10Þ

where ptime(t) is the PDF of the photons arrival times, which is
directly proportion to the beat signal intensity (see Fig. 1) and
written as

ptimeðtÞpILOþ ISþ2m
ffiffiffiffiffiffiffiffiffiffi
ILOIS

p
cosð2pf IF tþyÞ ð11Þ

The PDF for photons arrive times can be found by normalizing
Eq. (11) so that it integrates to 1 over the detection time T [1,18],
yielding

ptimeðtÞ ¼
ILOþ ISþ2m

ffiffiffiffiffiffiffiffiffiffi
ILOIS

p
cosð2pf IF tþyÞ

ðILOþ ISÞTþðm
ffiffiffiffiffiffiffiffiffiffi
ILOIS

p
=pf IF Þ½sinð2pf IF TþyÞ�sin y�

ð12Þ

we substitute Eqs. (8), (9) and (12) into Eq. (10), and get an equation

pBeatðtÞ ¼ exp �ðNSþNLOÞt½ �=

(
ðNSþNLOÞT

þ
m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NSNLO

p
pf IF

sinð2pf IFTþyÞ�sin y
� �)

�

Z T

0

(
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NSNLO

p
cos 2pf IF ðtþtÞþy
� �n o
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NSNLO

p
pf IF

sin 2pf IF ðtþtÞþy
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NSNLO
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h i
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p
pf IF
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" #)
dt ð13Þ

which is the ultimate conclusion in this paper, unfortunately has no
simple analytical expression and can be plotted with numerical
method.

The intensity of laser heterodyne signal can be transformed
into photons count rate using

NBeatðtÞ ¼ ZIBeatðtÞ

which will be used in the next numerical calculation.
3. Numerical calculation

Before proceeding, it is important to make discussion of the
length of detection time period [0, T]. If T is smaller than one
period of the beat signal, the initial phase y will have a significant
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impact on the shape of the PDF graph because we only detect a
portion of one beat period. If T is far larger than one beat period,
in which case, we detect abundant complete beat periods, and the
influence of the first partial period is drowned out. And this is the
case in our experiment, so the initial phase y is neglected in the
numerical calculation.

Eq. (13) is plotted in Fig. 2 for two intermediate frequencies of
fIF¼6 MHz and 10 MHz and two mixing efficiencies of m¼0.5 and
1. In order to distinguish the difference between stationary light
beam and beat signal beam, the negative exponential distribution
Eq. (7) is also plotted in the same figure in condition that photons
count rate is the sum of local oscillator and signal as N¼NLOþNS.

In Fig. 2, the time-interval PDF curves of the beat signal exhibit
significant difference from that of stationary signal, the later
attenuates smoothly as the increment of time-interval obeying
negative exponential distribution, while the former attenuates
with fluctuations on the PDF curves. From the comparison of
m¼0.5 and 1, we find a bigger mixing efficiency produces a larger
fluctuation amplitude. Compared the two PDF curves of different
intermediate frequencies of fIF¼6 MHz and 10 MHz, we find that
there are more fluctuations for larger fIF. As Fig. 2 shown, there are
6 fluctuation periods for 6 MHz within 1 ms time-interval, and 10
periods for 10 MHz. The frequency of these fluctuations corre-
sponding to the time-interval in the abscissa axis is the beat
frequency. The fluctuations in the curves can be understood as: in
Fig. 1, the periodic change of the beat signal intensity drives
photons arrival times changing periodically, as a result, the time-
interval between two successive photons exists periodic charac-
teristic which is denoted in its PDF graph.

These characteristics of the PDF curve reflect two information
of the beat signal: the mixing efficiency and the beat frequency.
And both can be obtained simultaneously if we measured the PDF
of laser heterodyne signal.

To derive the beat frequency more conveniently, we define the
parameter r(t) given by

rðtÞ ¼ pBeatðtÞ
pStationaryðtÞ

ð14Þ

and plotted in Fig. 3.
The parameter r(t) changes cosinoidal with time-interval, and

the cosine wave frequency is the beat frequency. It is important to
make clear again that the abscissa axis in Fig. 3 is time-interval
between two successive photons, but not time. In the beat
frequency measurement experiment using this method, our
procedures are as follows: 1. Register beat signal photons arrival
times. 2. Deal with the time-interval to derive its PDF. 3. Get the
ratio of beat signal PDF to negative exponential distribution
calculated using N¼NLOþNS. The ratio parameter r(t) frequency
is the beat frequency.
3.1. Influence of photons count rate

The expectation of stationary signal time-interval can be
calculated by

EStationaryðtÞ ¼
Z 1

0
tpStationaryðtÞdt¼

1

N
ð15Þ

Because there is no analytical expression for Eq. (13), the
expectation of beat signal time-interval must be calculated
numerically, and fortunately we find it has the same formula as
stationary signal,

EBeatðtÞ ¼
1

NLOþNS
ð16Þ

which indicates stationary and beat signal have the same expec-
tation when photons count rate is equal. Eqs. (15) and (16) also
indicate that the time-interval is inversely proportion to photons
count rate.

As the graph shown in Fig. 2, when the value of time-interval is
large, the PDF value is small and the fluctuations are not as
evident as little value, and it will produce a bigger measurement
error. Therefore, we need to define a time-interval upper limit
tmax and the data exceeding tmax could be ignored. Based on
substantive numerical calculation, an empirical tmax is give by

tmax ¼ 3EðtÞ ð17Þ

The probability for time-interval below tmax is

PStationaryðto3EðtÞÞ ¼ PBeatðto3EðtÞÞ ¼ 95:02% ð18Þ

And it shows the time-interval locates in [0, 3E(t)] with the
probability of 95%.

In order to derive the beat frequency, there is at least one
fluctuation period existing in the PDF curve. Figs. 2 and 3 have
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exhibited the fluctuation frequency which is directly proportion
to the beat frequency, so there is equation

3EðtÞ ¼ 3

NSþNLO
Z

1

f IF

ð19Þ

which satisfies that at least one fluctuation is observed. Then

NSþNLOr3f IF ð20Þ

indicating that the upper limit photons count rate is treble
numerical value of the frequency, and when the experiment is
carried on, the photons count rate cannot exceed 3fIF. The PDF
curves within tmax are plotted for various photons count rates in
Fig. 4.

Fig. 14 shows that more fluctuations exist in the PDF curves
because of large time-interval shown in the abscissa axis pro-
duced by little count rate. We hope to observe more fluctuations
in the PDF curves to achieve good measurement accuracy, so little
photons count rate will be adopted in experiment. Note that, the
maximum value in the abscissa axis in Fig. 4 is 3E(t), which is the
tmax we have defined. Since the probability of time-interval lying
in [0, 3E(t)] is 95%, we think it is a reasonable limit.
4. Experimental verification

To verify the theory present in the former section, we perform
an experiment with system setup shown in Fig. 5.

We use the Nd:YAG laser source with 532 nm wavelength and
1 MHz bandwidth, the beam is split into two by the beam splitter.
One of the beams is modulated by an AOM with 80 MHz
frequency shift and is regarded as local oscillator, the other is
regarded as signal beam modulated by another AOM whose
center frequency shift is 80 MHz and has an accommodate range
of 720 MHz. Two tunable attenuators are used before mixing of
two beams to limit the beam intensity to safe value of the
detector and make the two beams match each other (NLO¼NS).
The detector we used is multi-pixel photon counter (MPPC)
module made by Hamamatsu in Japan whose product has been
used in [22,23]. The MPPC module has 1600 pixels and 20 ns dead
time. It offers various thresholds to reduce dark count noise and
the dark count rate is typical 500 kcps at a threshold of 0.5 p.e. at
the room temperature. In our system setup, we insert a 532 nm
wavelength filter of 1 nm bandwidth to reduce surrounding noise.
A radiator is put into the encapsulation of MPPC module to make
it work at a surrounding temperature of about 10 1C. The MPPC
output is shown in Fig. 6, every d pulse corresponds to a
photoelectron event, and the photons arrival times are recorded.

4.1. Stationary light

First, we only register photons arrival times of local oscillator
beam to verify Eq. (7) which is the time-interval PDF of stationary
signal. 74,760 photoelectron events are recorded in the detection
time of 40 ms, and the photons count rate can be calculated to
1.869 Mcps and the mean value of time-interval is 0.535 ms. We
process the time-interval and derive its PDF shown in Fig. 7. It can
be found that the measured data is in good agreement with
theoretical curve.

4.2. Beat signal

The frequency shift of the signal beam is tuned to be 72 MHz
by the AOM resulting in an 8 MHz beat frequency. The respective
photons count rates of local and signal beams are set equal. We
select various MPPC thresholds to make photons count rates to be
about 1, 0.5 and 0.2 times numerical values of the beat frequency,
and the mean value of time-interval is calculated using Eq. (16),
and we only deal with the data under 3E(t). The results are shown
in Figs. 8 and 9.

First of all, we make a point clear that our experiment does not
contain the data lying in [0 ns, 20 ns] because of the 20 ns dead
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time leads that MPPC records a minimum time-interval of 20 ns.
We find that the measured data follows the theoretical calcula-
tion quite well at little count rate, but deviates from theory at
large count rate. This could be due to dark count noise when a
small MPPC threshold is selected. Using this measurement results,
we can not only derive the beat frequency from the fluctuation
frequency, but also obtain an estimation of the mixing efficiency,
which is about 0.65 over here.
4.3. Dark noise

One drawback of MPPC is high dark count rate [24]. One noise
photon exists, it will cause two noise time-interval arise and one
signal time-interval dropout (see Fig. 10). We will discuss the
influence of the dark noise from the aspect of false alarm.

According to the decision rule in [25]

lðtÞ ¼
pSignalðtÞ
pNoiseðtÞ

Z
PðNoiseÞ

PðSignalÞ
ð21Þ

where l(t) is called likelihood ratio, when it satisfies Eq. (21), we
think a signal is present. In Eq. (21) there is the relationship

PðNoiseÞ

PðSignalÞ
¼

NNoise

NSignal
ð22Þ
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Fig. 7. Measured PDF of stationary signal at photons count rate of 1.869 Mcps.

Fig. 8. Measured PDF of fIF¼8 MHz of various photons count rates wh

Fig. 9. The ratio of pBeat to pStationary in
Because dark count of the MPPC obeys Poisson distribution
(see Fig. 11), its time-interval PDF is the same as Eq. (7). That is

pNoiseðtÞ ¼NNoisee�NNoiset ð23Þ

For stationary signal, this likelihood ratio l(t) is a monotonic
function of t, and there is only one feasible region for the in
Eq. (21). We can easily obtain the solution

trts ¼ 2 ln
NNoise

NSignal

� �
ðNNoise�NSignalÞ ð24Þ

Then the false alarm is given by

PFA ¼

Z ts

0
pNoiseðtÞdt ð25Þ

But for beat signal, l(t) is not a monotonic function, and there
are more than one feasible regions (see Fig. 12), written as

0rtrts
ð1Þ,ts

ð2Þrtrts
ð3Þ, � � � ð26Þ

The false alarm is derived by integration of all the regions,
given by

PFA ¼

Z ts
ð1Þ

0
pNoiseðtÞdtþ

Z ts
ð3Þ

ts
ð2Þ

pNoiseðtÞdtþ � � � ð27Þ

Given the measurement data used in Figs. 8 and 9, where the
beat frequency is 8 MHz, we calculated the ratio of NSignal to NNoise

and the false alarm under the condition of various MPPC thresh-
olds. List in Table 1.

The ratio and the false alarm are plotted in Fig. 13.
It shows that large MPPC threshold results in large ratio of

NSignal to NNoise and small false alarm. This may be suitable to
explain the degree of agreement of experiment and theory shown
in Fig. 8. So we need a relative high MPPC threshold to reduce
dark count rate. But it is not safe to say a larger threshold, a better
MPPC performance, because the signal count rate also decreases
ich are about 1, 0.5, and 0.2 times the values of beat frequency.

the same condition as in Fig. 8.

Signal photon Signal photonNoise photon

Time(s)

Lost

Fig. 10. Influence of a noise existence.
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Table 1
The values of NNoise, NSignal, NSignal/NNoise and pFA of various MPPC thresholds.

Thresholold (p.e.) 0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25 0.275 0.3

NNoise (kcps) 132.3 121.7 85.78 25.51 13.27 8.63 5.24 2.26 1.27 0.700 0.310

NSignal (Mcps) 10.02 9.903 9.901 9.381 5.559 4.498 3.622 2.466 1.488 1.046 0.725

NSignal/NNoise 76 81 115 367 419 521 691 1091 1172 1494 2339

pFA (%) 10.94 10.37 7.96 3.17 2.85 2.38 1.88 1.28 1.20 0.97 0.66
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Fig. 13. The false alarm and the ratio of NSignal to NNoise of various MPPC thresholds.
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with the rise of the thresholds (see the third row of Table 1).
Especially at a very weak signal level, no signal will be detected at
a very high threshold.
5. Discussion

As it is shown in Fig. 8(c) and Fig. 9(c), the time-interval PDF is in
perfect agreement with the theory when the photons count rate is
0.2 times the value of beat frequency, in which condition we give
another three measurements in Fig. 14. There are respectively 6, 10,
and 12 fluctuation periods corresponding to time-interval of 1 ms on
abscissa axis, which correspond to beat frequencies of 6, 10, and
12 MHz.

Considering the MPPC has a dark count noise of 130 kcps in
our experiment, on condition that the SNR is 10, the beat signal
frequency has a lower limitation of 0.433 MHz calculated by Eq.
(20). So if we want to detect the lower beat frequency, the noise
must be suppressed.

For MPPC, the 20 ns dead time leads to a maximum count
frequency of 50 Mcps, which limits the capacity of detected beat
frequency up to 25 MHz according to Nyquist criterion. But with
the PDF method, we can derive the beat frequency over 25 MHz.
As the former section claimed, the little photons count rate, the
better performance, we give a detection result of 80 MHz beat
frequency, as shown in the Fig. 15.

The theoretical calculation do not show an upper beat fre-
quency limit even when we use a very low photons count rate,
and in the experiment, we set the photons count rate to be
8 Mcps, which means the average photons number is only 0.1 in
every beat period. But we still arrive at a good result, and this PDF
method can surpass the dead time of the MPPC. However, the
photons count rate cannot be low without a limit; the reason is
the data quantity which should be enough to be processed. If the
photons count rate is low, we need to detect the signal for a long



Fig. 14. Experimental PDF of various beat frequencies (6 MHz, 10 MHz and 12 MHz) when photons count rate is about 0.2 times value of frequency.

0 1 2 3 4 5 6 7 8
x 10-7

0

0.5

1

1.5

2

2.5
x 106

Time interval (s)

P
D

F

fIF=80MHz, N=8Mcps

2 2.2 2.4 2.6 2.8 3
x 10-7

0

0.5

1

1.5

2

2.5

3 x 105

Time interval (s)

P
D

F

Fig. 15. Experimental PDF of 80 MHz beat frequency when photons count rate is

about 8 Mcps.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
x 107

0

5

10

15

20

Frequency (Hz)

P
S

D

7 7.2 7.4 7.6 7.8 8 8.2 8.4 8.6 8.8 9
x 107

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Frequency (Hz)

P
S

D

Fig. 16. The PSD of the detected signal with FFT.

L. Liu et al. / Optics Communications 285 (2012) 3820–38263826
time to provide enough number of time-interval. So the photons
count rate must be a reasonable according to the beat frequency.

In order to illuminate the advantage of the PDF method, we
give a result using FFT algorithm with the same data in Fig. 15.

From Fig. 16, there is obviously no peak value in 80 MHz, and a
majority of signal is taken by the frequency within 50 MHz. The
FFT algorithm hardly works when there is lower photons count
rate compared to the value of beat frequency.

6. Conclusion

We present the theory to derive the photons time-interval
probability density function of laser heterodyne signal, and give
the experimental verification using the MPPC module to register
photons arrival times. The beat frequency and mixing efficiency
are both derived from the fluctuations in the PDF curve, and this
is a new algorithm different from traditional laser heterodyne
detection. Compared with the traditional laser heterodyne detec-
tion method, our statistics method has advantage in the condition
that very low photons count rate is adopted compared to the beat
frequency, and it can surpass the dead time of the detector.
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