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The design of coil for magnetic resonance image (MRI) application is an optimization problem, in which a specified distribution of the
magnetic field inside a region of interest is generated by choosing the optimal distribution of current density on a specified non-inter-
secting design surface. This paper proposes an iterative optimization method for designing MRI coils on a cylindrical surface by using
a piecewise discretized scalar stream function as design variable. The surface current density is accurately calculated using piecewise
interpolation with C* smoothness based on the developable property for a cylindrical surface. MRI coils are designed by choosing bi-ob-
jective functions and pseudo-Newton sensitivity analysis. The smoothness of the coil are maintained by adjusting the value of derivative
degrees of freedom of design variables which are used to interpolate the stream function. Pareto points provide more flexible choices

between the two complementary objectives.™

Index Terms—C* smoothness, developable surface, MRI coil.

I. INTRODUCTION

AGNETIC RESONANCE IMAGING (MRI) is a
M widely used technique in radiology to visualize the
structure and function of the body. It can provide detailed
images of the body in any section plane, and has good contrast
between the different soft tissues of the body. This makes the
MRI technique especially useful in neurological, cardiovas-
cular, and oncological imaging. In an MRI scanner there are
three main parts, a main magnet, the gradient coils, and radio
frequency transmitters and receivers. The main magnet is the
largest component of the scanner used to generate a static and
homogeneous magnetic field B,. The remainder of the scanner
is built around it. Gradient coils spatially encode the positions
of protons by varying the magnetic field across the imaging
volume. The radio frequency transmission system consists of a
RF synthesizer, a power amplifier and a transmitting coil. The
radio frequency receiver consists of coils, a pre-amplifier and a
signal processing system. In this paper, a method for the design
of an MRI coil which can generate a specified distribution of
magnetic field is discussed.
The design of MRI coils is an optimization problem. For
a magnetostatic calculation, if all the electric currents Jin a
system are known, then the magnetic field B can be determined
by the Biot-Savart method. This is called the forward problem.
If a spatial distribution of the magnetic field inside a region
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of interest (ROI) Qgror is specified, and the goal is to find
the optimal distribution of the electric current density Jona
specified design surface I'co;, this is called the optimization
problem. Over the past 20 years many papers have discussed
theoretical methodologies for designing MRI coils. A typical
design procedure mainly includes two steps, one to calculate
the spatial distribution of the magnetic field inside a ROI, the
other to search for the optimal distribution of the electric cur-
rent density on a specified design surface. Among the methods
which have been proposed to design MRI coils, the target field
method is the most widely used one [1], [2]. In the target field
method, the magnetic field Bis usually calculated using the
Biot-Savart method or the series expansion method where the
design surface belongs to regular surfaces, such as planar and
cylinder surfaces. The target value of magnetic field distribution
is used through the collocation method in order to interpolate
a coefficients matrix for an analytical expression of the target
magnetic field. The optimal distribution of the electric current
density is solved using the inverse of the coefficient matrix and
the value of magnetic field at the collocation points. Because
of the analytical nature of the target field method, in principle
a linear algebra equation needs to be solved once. Currently,
the original target field method has developed as a mature
procedure to design a couple of MRI coils, where merely part
of these progresses are listed here as the finite length coil,
the multiple layer coils which has shimming or self-shielding
function, the coil which has minimized value of inductance
or resistance, the coil with balanced torque and other physical
quantities [3]-[17].

Even though the target field method has obtained a big suc-
cess for designing MRI coils, the essence of design method-
ology still faces a challenge that the design surface should be
regular one. In order to extend the usage of MRI coils, one re-
quires a design method which can flexible express the electric
current density on a general design surface. Recently, the stream
function method has been used to design MRI coils on more
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general design surfaces [18]-[23]. If a design surface I'c.; is
simply connected, or if every closed curve in ', can be shrunk
to a point in a continuous way, it is known that there is a scalar
function % such that a surface current density can be directly
expressed as

J=Vx (1) (1)

where 7 is the normal vector of the current sheet I'.;;, and the
surface current density J satisfies the divergence-free condition
V-J = 0. The scalar function 1) is known as the stream function
[24]. When the stream function is expressed using a combina-
tion of discretized meshes, such as the mesh used in the finite el-
ement method or the boundary element method, a design surface
can be extended to piecewise smoothed surfaces with arbitrary
shape of boundary, and the value of the magnetic field B can be
calculated by using the numerical integration of the Biot-Savart
method. The accuracy of the value B directly depends on the ac-
curacy of J and the numerical integration method. For the case
that the design surface I'.o;; is piecewise smoothed, the accuracy
of the numerical integration can be maintained by choosing a list
of suitable integration points [25]. Therefore, the calculation of
the surface current density is a key point to maintain the quality
of the designed coils.

Physically, a surface current density J is continuous inside a
design surface I'¢.;1. Based on (1), this implies that V) and 7
should be both continuous inside a I'.;;. There are a couple of
ways to calculate the surface current density on a curved sur-
face, especially for a cylindrical surface. For example, cylin-
drical coordinate instead of Cartesian coordinate can be chosen
to express a point on cylindrical surface directly [26]. A piece-
wise three-dimensional element with curved-edge [27], [28] or a
planar element [22], [23] can be used to discretized cylindrical
surface. It is an active and challenging research topic to con-
struct a three dimensional curved-edge element. For a planar
element discretization, the discretization error could be reduced
by using a mesh refinement method. However, one has to bal-
ance the computational accuracy with the resulting computa-
tional cost. In order to accurately express a physically contin-
uous current density Jona cylindrical surface, a discretiza-
tion of the scalar stream function with high order smoothness
on a developed cylindrical surface is proposed in this paper.
The cylinder is a typical developable surface and also the most
widely used design surface for MRI coils. The authors are of
the opinion that many other alternative methods are available
to design MRI coils on cylindrical surface by using discretized
stream function design variables. The design method proposed
in this paper is the one which is mainly focus on a theoretical
point of view that developable surface can be an alternative way
to implement a true continuous current density expression in the
stream function method. When combined with the high-order
numerical integration method, a high accuracy result can be ob-
tained to design MRI coils on a full or cut cylindrical surfaces.

II. NUMERICAL SOLUTION OF MAGNETOSTATICS IN
CYLINDRICAL COORDINATE

A cylindrical surface is a developable surface which has zero
Gaussian curvature everywhere [29]. It has the property that it
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Fig. 1. Current-carrying surface ["..;, region of interest (ROI), and the devel-
oped design surface.

can be extended into a two dimensional sheet. One can express a
cylindrical surface using cylindrical coordinates (7, 6, z). For
a cylindrical surface, the parameter ¢ has a fixed value. The
surface current density J in (1) is expressed as

VX(Q/)-ﬁ):(O,—,———)T 2)

where @ = (1,0,0)T in cylindrical coordinates. The = and y
components of the surface current density are

J:(0,2) = — wgzn(ﬂ)
Jy(0,2) = %003(0). 3)

The magnetic field B, for a point (r;, §;, z;) inside a ROl is cal-
culated using the Biot-Savart method in cylindrical coordinates
as [26]

,(8,2)RC — J,(6,2)RS

B.(ri,0;,2) = 22 // _rodfdz
(RC? + RS? + (2 — 2;)2)2
4)
where
RC =(rocost — r;cosb;)
RS = (rgsinf — r;sinb;) 5)
7o is the radius of the current-carrying surface [0, 27] X [z, z4],

and z; and z,, are the lower and upper bounds of the cylindrical
surface along the z direction (Fig. 1).

III. INTERPOLATION OF STREAM FUNCTION
USING ARGYRIS ELEMENT

In order to express a physically continuous electric current
density J in (1), the presence of a continuous first derivative
is necessary for the steam function 1. When using piecewise
connected element to discretize a design surface ['.,;, the
design variable v is interpolated separately in each element.
Typically a Lagrange element which uses the nodal value of the
stream function as degree of freedom (DOF), is used to inter-
polate the distribution of a stream function in order to design
MRI coils [30]-[32]. The advantage of a Lagrange element is
that there is only one DOF on each node. When a high-order
Lagrange element which has DOF on the element edge or
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inside of element, the smoothness of the stream function can
be improved inside an element but not on the edge between
two neighbor elements. This is a characteristic for the element
with C° continuity. When a Hermite type element with nodal
derivative DOF is used, the continuity is recovered both inside
the element and along the edge of the element. In order to obtain
a C! continuity for the value of the stream function, one must
have both the 1), its tangential and normal derivatives 01 /0t,
01 /On which are uniquely defined inside each element. For
a planar triangular element, the nodal DOFs should include
h, O |0, ) | Dy, 04 | 0x?, 0%4) | Ox Dy, 0*4h/Dy?, and three
normal slopes 91 /0n at the middle of each edge. Therefore,
the total number of DOFs for a triangular element is 21. The
interpolation function of the above element can be constructed
with a complete quintic polynomial. This element was de-
scribed by Argyris et al. in 1968 and is now named Argyris
element [33], [34]. Because using triangular element is easier
than quadrilateral elements to discretize a two-dimensional
surface with arbitrary topology and shape, the Argyris triangle
element is used in this paper to piecewise interpolate a stream
function.

IV. SENSITIVITY ANALYSIS

A commonly used optimization objective for designing MRI
coil has the least square format

Min: F = / (B. — BY)? dQgor (6)

Qrot
where B} is the z-component of the target magnetic field. In this
paper, the numerical discretization method is used to calculate

the magnetic field B at sampling points inside a ROI, therefore
a discretized expression of (6) is

k
Min: F=Y" % (B.; — BY;)? (7
=1

where [3; is the weight coefficient for each discretized sampling
point (r;,6;,2;), and k is the number of the sampling points
inside the ROI. An optimization procedure includes several key
steps which are run sequentially (Fig. 2). Among these, the most
important steps are solving the magnetostatic problem and per-
forming sensitivity analysis. For the step of solving the mag-
netostatic problem, a design surface with current distribution is
discretized using a triangular elements on a developed cylin-
drical plane, and the value of a stream function is interpolated
using

nd
Y =1 a;N; ®)
j=1

where IV; is the shape function of the Argyris element, and
nd is the number of DOFs which is used to interpolate ) on
the design surface I'.,;. Using this high-order smooth interpo-
lation strategy, the magnetic field B, can be calculated accu-
rately. In this paper, the sensitivity vector is obtained using a
first-order derivative of the objective function. The simplest sen-
sitivity analysis method is the steepest descent (SD) method in
which the first-order derivative of the objective function is used
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Fig. 2. Flowchart of a standard optimization procedure.

directly with an adaptive step size searching algorithm. For the
objective function (7), the first-order derivative is

Doy Zﬂz‘ (B:i = BZ;) Do, ©
=1
where
Zy 27 .
0B.i o ONi (cos§RC + sinfRS) o
= A~ T0 Z.
Oa; 4m | ] (RC? + RS? + (2 — Zi>2)3/2
z
(10)

Despite its simplicity, the performance of this method is lim-
ited by the smoothness of the objective function. At the same
time, the convergence rate is very low in the proximity the op-
timal point. Another widely used method is the conjugate gra-
dient (CG) method which avoids drawbacks of the SD method
[35]. For a least-square type objective, one observes that the CG
method is more efficient than the SD method. However, the nu-
merical stability of the CG method is not as good as for the SD
method. In principle, both the SD and CG methods are first-
order methods. With an initial guess far away from the optimal
point, the first-order method is found to have more stable perfor-
mance than the Newton type method which needs second-order
derivative data. Super-linear convergence of the Newton method
will occur when the iteration gets sufficiently close to the op-
timal point. This property makes the Newton method more at-
tractive than a first-order method. For a large-scale optimiza-
tion problem, the biggest challenge associated with the Newton
method is that the Hessian matrix is computationally very ex-
pensive to update, or even not available for certain objective
functions. Therefore, many pseudo-Newton methods have been
proposed. The limited memory BFGS (L-BFGS) method is such
amethod that avoids using the Hessian matrix [36]. In this paper,
all three methods are used to demonstrate the performance for
MRI coils optimization.

V. NUMERICAL IMPLEMENTATION OF COIL DESIGN

In order to design MRI coils using the method proposed
above, three issues need to be addressed.

A. Smoothing Stream Function

MRI coil design is an optimization problem. It is seldom that
a design of MRI coil can be done without using any extra treat-
ment [38]. When the stream function is used as the design vari-
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Fig. 3. Smoothing effect using the biharmonic equation. (a) Contours of stream function before smoothing. (b) Contours of stream function after smoothing.

able, the layout of the optimal coil is constructed based on the
contour lines of the stream function surface. One typical phe-
nomenon of the constructed coils is that the contour line of the
stream function oscillates. There are two strategies which have
been widely used to avoid the oscillation of the stream function.
One strategy is the regularization method that a weighted regu-
larization term is added to the optimization objective. The most
commonly used regularization is the Tikhonov method

Min: F = / (BZ—B:)ZdQROI+/)«z/12dF. a1

QRrort Ceoil

The key point of the Tikhonov regularization is to find a rea-
sonably small positive value of A so that the optimal solution of
(11) is stable and close enough to the original objective function
[39], [40]. The optimal regularization parameter A is usually un-
known for practical problems, and the magnitude of the optimal
value of A needs to be tuned based on certain algorithm [41].
There are a couple of choices for the regularization term which
have been used to design MRI coils [9], [14], [42]. All of these
method need to choose a suitable value of the weight parameter
A. The other strategy is the filter method which has been widely
used for structural optimization [43]. Instead of adding addi-
tional regularization term into the original objective, filtering
for the sensitivity vector or the stream function is implemented
during an iterative loop. A unified expression of the filter tech-
nique is a pseudo time-dependent nonlinear diffusion equation
[44]

dy

dt
where G(1) is a nonlinear function used to control anisotropic
diffusion, and the pseudo time ¢ is used to control the range of
diffusion effect. In fact, the pseudo time has a similar effect
as the weight parameter A in the regularization method. The
longer pseudo time runs, the more smooth the stream function
is. An over-used smoothing procedure by either choosing a large
value of the weight parameter \ or a longer pseudo time interval,
may excessively flatten the stream surface and slow down the
optimization procedure. In this paper, a biharmonic equation is
used to avoid numerical oscillations of the stream function. In
principle, this method belongs to the filter strategy. Even though
a similar smoothing effect can be alternative implemented by

V- (G()VY) (12)

using a regularization method, the procedure used in this paper
can avoid over smooth effect by explicitly limit the value of the
stream function on mesh nodes. The biharmonic equation is a
fourth-order partial differential equation (PDE) which arises in
many areas of continuum mechanics [34]

V2V2y) = 0. (13)
Because the Argyris element is used to interpolate the stream
function, all of the spatial derivative DOFs of the Argyris ele-
ment can be adjusted simultaneously by solving (13) with nodal
value of the stream function setting as the Dirichlet type point
conditions. The above smoothing procedure can be explained as
that the developed design surface is a thin plate and the nodal
value of the stream function is the unchanged deformation of
the plate, then the solution of stream function should have C!
smoothness everywhere based on the characteristics of a fourth-
order PDE. It is not necessary to choose a filter function G(x) or
a pseudo-time interval. The size of the mesh which used to dis-
cretize the design domain automatically adjusts the smoothing
effect. Fig. 3 shows the smoothing effect of the biharmonic
equation for an iterative step in designing the gradient coil with
linear gradient of the magnetic field. The numerical solution of
(13) is implemented using the commercial finite element soft-
ware Comsol [45].

B. Open vs. Closed Coil

Usually, a closed coil with limited length is preferred to a
coil with an open section. An opened coil may cause fabrica-
tion problems because it requires a round-back conductor which
should be far away from the main part of a coil. Therefore, a de-
sign constraint needs to be added in order to limit the layout
of the coil directly. Considering the discretization methodology
used in this paper, a closed coil implies that the stream function
has the same value on boundaries of the design surface. For the
optimization model in (7), the surface current will not automat-
ically flow along the boundary. The strategy used in this paper
is as follows:

1) Mesh a design surface so that the boundary or any pre-
defined closed curves coincide with the edges of the dis-
cretized elements.

2) Specify a zero initial value for the entire design surface.



LIU et al.: OPTIMIZATION MRI CYLINDRICAL COILS USING DISCRETIZED STREAM FUNCTION WITH HIGH ORDER SMOOTHNESS

YA

100 150 200
arc length [mm]

(a)

z [mm]

1183

YAl
40

20

0

z [mm]

-20

-40
0 50 100 150 200 250 300
arc length [mm]

(b)

Fig. 4. Coil optimization with and without closed coil constraint. (a) Contours of stream function for open coils. (b) Contours of stream function for closed coils.
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Fig. 5. Optimization of coil with and without symmetric constraint. (a) Contours of stream function without symmetric constraint. (b) Contours of stream function

with symmetric constraint.

3) Specify the value of sensitivity on boundary points with the
same value. This could be implemented using the average
value of all the sensitivity on boundary points in which coil
needs to be closed.

Using the above procedure, the value of the stream function is
maintained as constant in each iteration, and may change its
value simultaneously during the optimization procedure. Fig. 4
shows an example for open and closed coils, respectively.

C. Maintain Coil Symmetry

For a given optimization objective, the optimal layout of MRI
coils may contain symmetries. A design surface can be chosen
as a subset of the I',;; based on symmetrical property. However,
the symmetry may differ among coils. Instead of choosing part
of T'.oi1 as the design surface, the whole cylinder surface is used
as the design surface for all the numerical examples presented
in this paper. The symmetry is maintained by adding additional
constraints for the original sensitivity vector in (9). Even though
this method is computationally more expensive than when only
part of the I'.o; is chosen as the design surface, the gain one
obtains is that the optimization code can be extended to more
general coil designs by only changing the expression of the op-
timization objective and the symmetry constraint for the original
sensitivity vector. The component of the sensitivity in (10) will
remain unchanged for an objective which relates to the magnetic
field B, directly. Therefore, it needs to be calculated once and
the optimization can be run quite efficiently.

VL

Gradient and shimming coils are two kinds of important coils
in MRI. A gradient coil is used to generate a controllable mag-
netic gradients inside a ROIL. A shimming coil is used to main-
tain the homogeneity of the main magnetic field By. In this sec-
tion, the design procedure for gradient coils and shimming coils
are presented in order to illustrate the effect of the design method
proposed in this paper. The computational domains in the Carte-
sian and developed cylindrical coordinates are shown in Fig. 6.
The radius and height of the cylindrical coordinate surface is 45
mm and 270 mm respectively. The ROI has a cylindrical shape
with radius and height 30 mm and 60 mm respectively. The ROI
is discretized using a relatively regular mesh with 2301 nodal
points, and the design surface I is discretized with 2880 tri-
angular elements. For the optimization objective (7), the weight
(i is set as 1 for all the sampling points inside the ROI. There are
two stop criteria in this paper. The first stop criterion is a set of
three different conditions which are expressed in the following
formula [37]:

MRI CoILs DESIGN ON CYLINDRICAL SURFACES

|Fk—Fk_1| <€(1+|Fk|) (14)
lthx — Pe—1|l < Ve (L + |9l 15)
lgrll < Ve (1 + [Fyl). (16)

Here, Fy, 1 and gy are values of objective function, stream
function and OF/0v in (7)-(9) at the kth optimization step re-
spectively. Users can control the desired accuracy by specifying
the tolerance parameter e which is set as 10~ in this paper. The
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conditions (14) and (15) are employed to check whether the ob-
jective function and design variable converge respectively. At
the same time, the necessary first order optimization condition is
considered in the third condition (16). The second stop criterion
is the total number of objective function evaluations (TNOFE)
which is set as 500. Using this stop criterion, we can avoid un-
limited loop and quantify computational resources in the opti-
mization procedure. Fig. 8 shows the convergent history for the
design of cylindrical gradient coil which can generate a linear
changed magnetic field along the z axis inside the ROI. The
target gradient strength in the center of the ROl is 10 mT/m. The
stream function and coil layout (the contour lines of the stream
function) are shown in Fig. 7. Here, another residual AG,, is
used to denote the linear gradient deviation of magnetic field:

_|9B./0x — 0B} /0x
AGe = 0B} [0z

a7)

Generally, in order to satisfy the requirement in the MRI
engineering, the maximum of AG,, is less than 5%. It shows
that the L-BFGS has much better performance than the SD and
CG method. For the L-BFGS, an initial approximate Hessian
is equal to a unit diagonal matrix. Users need to choose a
non-negative integral M so that the stored sensitivity during
the previous M iterations are used to construct the current
sensitivity vector. Note that the Hessian matrix of the L-BFGS
is equivalent to the BFGS Hessian matrix if M = oo which is
not a realistic option in practice. Normally, the convergence rate
of the L-BFGS depends on the value of M [36]. Table I shows
the performance of the L-BFGS when designing the above
gradient coil. It shows that the number of iterations used for the
whole optimization procedure will decrease when choosing a
relatively large value of M. However, too large a value of M
will not lead to a better performance, especially in terms of
storage requirements and computational cost.

Compared with the gradient coil design, the difference for the
shimming coil design is to modify the expression of B in (7),
and to specify a symmetrical constraint for the original sensi-
tivity vector. For an iterative optimization procedure, the sen-
sitivity analysis is often the most time-consuming step. When

IEEE TRANSACTIONS ON MAGNETICS, VOL. 48, NO. 3, MARCH 2012

150

100

0 50 100 150 200 250 300

arc length [mm)]

(b)

50 135,

~

E

o & °
N

-25
435,

-50 45 0&\\ //‘_/// 45

-150 <~ -0
0 50 100 150 200 250 300 -45 45
arc length [mm] y [mm] x [mm]

(a) (b)

Fig. 7. Stream function contours and its corresponding layout of gradient coil
for target magnetic field gradient 10 mT/m. (a) Stream function and its contours
using L-BFGS with M = 9. (b) Layout of gradient coil with current 5.8528A.
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considering the sensitivity expression in (9), the term 9B.,; /9«
requires unchanged in each iteration for the case that the ROI
and design surface are spatially fixed, and the discretization
mesh of I'..i; and the sampling points of the ROI are kept un-
changed. Therefore, one can calculate the elements of the dense
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TABLE 1
PERFORMANCE OF L-BFGS FOR DIFFERENT VALUES OF M
Value of M | Iteration | Objective | Residual of | Value of
in L-BFGS loop evaluation objective max(AB)
3 194 225 1.3969e-10 | 0.6485 %
6 153 187 1.4036e-10 | 0.6040 %
9 95 107 1.5090e-10 | 0.6114 %
12 86 102 1.5219e-10 | 0.5744 %
15 91 103 1.4806e-10 | 0.6079 %
18 67 78 1.6247e-10 0.626 %
21 75 87 1.4861e-10 | 0.6114 %
24 85 103 1.4790e-10 | 0.6057 %
27 66 77 1.4965e-10 | 0.6014 %
30 67 79 1.4908e-10 | 0.6144 %
33 3 83 1.4834e-10 | 0.6031 %
36 66 87 1.4874e-10 | 0.6059 %
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Fig. 9. Stream function contours and its corresponding layout of shim coil for
target magnetic field B* = 0.2(x? — y?). (a) Stream function and its contours
using L-BFGS with M = 9. (b) Layout of shim coil with current 4.3104A.

matrix dB.;/0a; once and save them as data. During each iter-
ation, one needs to evaluate the vector (B.; — B};). The sensi-
tivity vector is then the multiplication of the vector (B.; — B%,)
and the dense matrix (0B.;/0«; ). If one requires to design
other coils, such as different shim coils on the same cylinder
domain and ROI, the dense matrix can be re-used for all the
original sensitivity analysis. Therefore, the design of MRI coils
is a unified procedure in which the user needs to modify the opti-
mization objective in order to design different kinds of coils. The
computed optimal shim coil shape with target magnetic fields as

B =0.2(z* — y?) (18)
and

B} = 10z(2? — 3y?) (19)
are shown in Figs. 9 and 10.

VII. GRADIENT COIL DESIGN BASED ON TWO OBJECTIVES

Except for the target magnetic field distribution, the value of
inductance and thermal energy are additional key points to judge

z [mm]

-80
0 50 100 150 200 250 300
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(a)

Fig. 10. Stream function contours and its corresponding layout of shim coil for
target magnetic field B} = 10z (2?—3y?). (a) Stream function and its contours
using L-BFGS with M = 9. (b) Layout of shim coil with current 8.1035 A.

the quality of a coil. Therefore, MRI coil design requires mul-
tiple objective functions. A number of papers have discussed
the design of coils employing an auxiliary objective function,
such as the inductance of the coil, the magnetic energy of the
coil, or the torque balance of the coil. A variety of methods can
deal with multiple objective functions optimization as well [35],
[46]. In most cases, one target is chosen as the main objective
function and other targets are included into a Lagrangian op-
timization model by using the augmented Lagrangian method.
It is known that the augmented Lagrangian method works well
for optimization with equality constraints. Usually designers do
not know a realistic value of the inductance, the magnetic en-
ergy or the thermal energy, therefore the target magnetic field
B} is transformed as an equality constraint and is added into a
Lagrangian optimization model using the Lagrange multiplier
method. Equation (20) shows a Lagrangian optimization model

Min: F = / ObjydQ2 + / A(B. - BY)dQro1  (20)

Q QRror
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where Obj is the main objective which needs to be minimized,
and ) is a Lagrange multiplier used to satisfy the equality con-
straint B, — B} = 0 inside a ROI. The price one pays for this
method is the additional cost to calculate the value of the La-
grange multiplier. Usually, the accuracy of the determined La-
grange multiplier will control the residual of an equality con-
straint. Therefore, one may meet numerical difficulties when the
equality constraint cannot be strictly satisfied. In this paper, the
weighted sum objective method is used to design gradient coils
and the additional optimization objective function chosen in this
paper is the square of the current density which is related with
the Joule heating of a coil.

A. Two Objective Optimization

In this section, the Joule heating is added as a second con-
sideration in addition to the target magnetic field distribution.
In Joule heating, the temperature increases due to resistive heat
dissipation by the electric current J. The generated resistive heat
Q is proportional to the square of the magnitude of the electric
current density. Based on the above analysis, the optimization
objective functions used here are

1 -
Min:F:w1 /(BZ—B:)QdQRol-l'OJQ / i|J|2choil
g

Qror Ceont

21
where w; is the weight to balance the performance of the two
objective functions, ¢ is the thickness of the surface, and o is
the material conductivity of the coil. In this section, parameters
is chosen as ¢t = 3 mm and o = 5.998 x 107, respectively.

B. Pareto Optimality

Ideally, the two objectives in (21) should effectively control
the thermal performance and the magnetic field distribution of
a MRI coil. One could obtain a list of optimal solutions, called
Pareto optimal, by changing the value of weights w;. The no-
tion of Pareto optimality was introduced by Pareto in 1896. A
Pareto point is defined by a given set of the multiple objectives.
The value of the sum of all objectives represents a Pareto point
if it is impossible to minimize the value of any single objec-
tive without a simultaneous increasing the value of at least one
other objective. For a multiple objective functions optimization
in which all the objectives need to be minimized, a very popular
and straightforward approach is to sum up different objective
functions using a convex combination [47]

n
Zwi =1, w; >0.
=1

A common optimization procedure is to perform the above min-
imization for an even spread of w; in order to generate several
points in the Pareto front (or Pareto curve for the two objec-
tive case). However, it is known that an even distribution of the
weight w; does not produce an even distribution of the Pareto
points along the Pareto curve, even if the Pareto curve is convex.
In this paper, the upper lower bound approach which is proposed
by Marler and Arora in [48] is used to obtain a relatively even
distribution of Pareto points. In the last section, the optimal coil
layout was obtained by using only one objective. This optimal

(22)
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solution (1) = ,,¢) and initial value (¢ = 0) of the stream
function provide us the lower and upper bound for the two ob-
jectives in (21) respectively

F1min = / (B: — B:)2 dQro1
Qrot w:wm)c
Frow= [ (B.= B2 dfnor
Qroi =0
Fymin = / ! | J]2dD o
2min — ' 2o coil
Ceont =0
F max = ! |.J|2dD (23)
2 max — 2o coil
Leoir Y=topt

Therefore, the transformed expression of (21) using the upper
lower bound approach is

wl(Fl —Flmin) w2(F2 _F2min)

Min: F = 24
o Flmax_Flmin F2max_F2min ( )
where
Fy = / (B. — B2)? dQgor

Qror

Py = / ! |J)2dT co; (25)
2 = 2o coil+
Teoir

During the optimization, the sensitivity for the F} is calculated
based on (9). For the second objective F», the numerical dis-
cretization method is used to calculate the sensitivity at the
sample points on the design surface I'.;

nd

oF,
— = Pjia;
8aj ; i

P

Jji =
Ceoir

1
—V x (N]' . ﬁ) -V x (NL' -ﬁ)dl“coﬂ. (26)

to

In the design of gradient coil, the gradient strength can be im-
proved when a coil is placed closer to the object to be imaged.
For example, the head gradient coil [49], [50] has been designed
to provide higher performance on gradient than the whole body
gradient coil. In this section, the optimization method based
on Pareto optimality is used to design cylindrical gradient coil
that the design surface has four slots on the top and bottom of
surface. Fig. 12 shows a meshed design surface. The coil opti-
mization is implemented by using the same setup for the cylin-
drical gradient coil shown in the last section. The goal of the
gradient strength in the center of the ROI is 10 mT/m. Fig. 11
shows a Pareto curve for the optimization model of (24). This
Pareto curve provides a list of Pareto optimal solutions where
wy=[le—4:1e—4:9e—4,1le—3:1e—3:9e—3,le—2:
le—2:9e—2,1e—1: le—1 : 9e—1]. One optimized layout of
coils are shown in Figs. 13 and 14 where the max(AB,) in the
ROI for G, and G, are 0.9087% and 0.9799% for the weight
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Fig. 11. Pareto curve for the optimization of two-objective functions in equa-
tion (21).
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Fig. 12. The mesh on cylindrical developed surface with slots.
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Fig. 13. Stream function contours and its corresponding layout of G, gradient
coil for target magnetic field gradient 10 mT/m. (a) Stream function and its
contours using L-BFGS. (b) Layout of G, gradient coil with current 4.2424A.

wy = 0.0004 and 0.0003 in the Pareto optimality, respectively.

VIII. CONCLUSION

This paper has shown an efficient iteration optimization
method which can be used to design MRI coils on cylindrical
surface. A discretization of the stream function with high-order
smooth leads to a theoretically continuous expression of the
electric current density. During the iterative procedure, there
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Fig. 14. Stream function contours and its corresponding layout of G . gradient
coil for target magnetic field gradient 10 mT/m. (a) Stream function and its
contours using L-BFGS. (b) Layout of . gradient coil with current 2.4961A.

is a great deal of flexibility in the optimization technique, in-
cluding the fast sensitivity analysis, choosing efficient descent
direction, smoothing design variables, and limiting the shape of
coils. In addition, the Pareto points provide designers more flex-
ible choices in order to balance the performance between two
objective functions by using the multiple objective optimization
method. This is an alternative optimization methodology when
multiple objective functions cannot be combined together by
using the Lagrange multipliers.
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